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ABSTRACT: Carbon emissions have increased dramatically because of industrialization, trapping heat in the atmosphere and 

hastening climate change. This is a serious threat to the wealth, security, and well-being of the world. The effects are extensive, 

ranging from severe weather, disease outbreaks, and economic disruption to food insecurity and water scarcity. The World Health 

Organization (WHO) has determined that climate change poses the greatest threat to public health in the twenty-first century. Thus, 

precise CO2 emissions have emerged as a crucial concern in recent times. Several studies have tried to forecast the amount CO2 

from industry and power plant using statistical analysis. Efficiency, robustness and diverse application was the limitation of the 

study.  In this study, we have proposed an AI based model that is able to predict the amounts of CO2 emissions from cars. We 

applied a grid search-optimized machine learning approach using the publicly available Canadian dataset. Incorporation of different 

statistical analyses and preprocessing techniques such as duplicate data management, outlier rejection, scaling contributed to 

enhance the quality of the dataset. Later, grid search techniques were applied to tune the KNN, RF, and SVR models. The approach 

has enhanced the performance of CO2 emissions prediction. In the study, we further used the explainability of the random forest 

model to check the bias and fairness of predictability. MSE, RMSE, and R-squared metrics of the proposed approach were the 

highest as the state of the art.   
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I. INTRODUCTION   

         Climate change is a worldwide hazard to all living things, not only an environmental one. Its effects are widespread, 

complicating ecosystems, upsetting our food security [1], and making water scarcer [2]. El-Sayed and Kamel et. al. [3] have noted 

the development of new diseases, the increase in extreme weather occurrences, and the tremendous burden on public health systems. 

According to Hernández-Delgado et. al. [4], socioeconomic effects, including mass migration and unemployment, are also 

happening more frequently. Deforestation and the burning of fossil fuels cause the atmospheric carbon dioxide level to rise quickly 

[5]. The overall amount of greenhouse gas (GHG) emissions has increased by 78% since 1970 due to a 90% increase in CO2 

emissions [6].  

        Research indicates that the global energy system is one of the primary human-caused sources of CO2 emissions. Due to the 

fact that countries depend heavily on energy for development, energy is a difficult issue [7]. Hence, energy system transformation 

to lower GHG emissions is the main focus of climate change mitigation efforts. But these emissions are also influenced by other 

social and economic factors [8].  

       A multifaceted strategy is required to solve the issue. To identify emission sources at different levels (individual, community, 

and national), forecast GHG concentrations, and use data science to comprehend trends and possible mitigation tactics, we require 

precise models [8]. We cannot hope to prevent climate change and preserve life on Earth without taking such a comprehensive 

approach. CO2 emissions have increased by about 90% since 1970 and now make up an astounding 78% of all greenhouse gases 

(GHGs). Forecasting future greenhouse gas emissions is a challenging undertaking because of numerous dynamic aspects, including 

socioeconomic patterns and carbon emissions. This intricacy highlights how important but difficult accurate forecasting is.  

     Recent years have seen the rise of artificial intelligence (AI) and machine learning (ML) as effective methods for deciphering 

complicated environmental events, especially those that show notable temporal and spatial fluctuations. In this research, we have 

proposed a grid search-optimized machine learning model for accurate forecasting of CO2 emissions from cars. We have used the 

publicly available Canadian CO2 emission dataset, which is prepared by the Canadian government. The limitations and scientific 

gap of the previous study have been resolved. We incorporated different pre-processing and statistical techniques to improve the 
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data patterns. Later, three machine learning models, such as KNN, RF, and SVR, were prioritized using grid search techniques. The 

proposed approach achieved the highest performance. A comparative analysis was carried out. The contribution can be highlighted 

as follows:-  

• Local outlier factor analysis  

• Duplicate and missing data handling  

• Grid search optimization  

• Comparative analysis  

• Proposing a high performance AI model for CO2 emissions prediction.  

• Application of explainability for the fairness of the model’s predictionability.  

The proposed approach has resolved the limitation of previous studies on the same dataset, even though the though the number of 

studies for CO2 emissions from cars is limited.  

      In Section II,  review of the literature is provided. Section III provides illustrations of the materials and techniques. The 

discussion and conclusion are covered in Section IV. Section V wraps up the analysis and suggests further investigation. 

 

II. LITERATURE SURVEY  

       With the evolution of artificial intelligence and machine learning algorithms, researchers are adopting this technology for CO2 

emissions. Several studies have been conducted on CO2 emissions prediction by machine learning algorithms.  

Baky et. al. [9] proposed a deep learning, SVM, and ANN approach to forecast greenhouse gas emissions from electricity production 

in Turkey. The study was evaluated using RMSE, MBE, RMSE, R2, and MAPE. Using data from the US Environmental Protection 

Agency (EPA), a model that uses artificial neural networks to predict the emissions of CO2 and NOx from heavy-duty trucks was 

developed. While the outcome is encouraging, CO2 needs to be considered, and this model works with gasoline-powered vehicles 

[10].  

        Madziel et al.  [11] provided a computationally efficient approach for developing CO2 emission models, and the models 

produced produce workable outcomes for fully hybrid cars. The initial stage in developing an emission model is to review the 

accuracy results of methods such as neural networks (NNET), cubic support vector machines (SVM), bagged trees, linear, robust 

regression, fine, medium, and coarse trees, and neural machines.  

        Evin GARİP et. al. [12] proposed SVM and RF for estimating Turkey's CO2. It has been noted that the support vector machine 

approach yields more accurate forecasts. The study was only based on turkey vehicles with a small number of cars and a narrow 

dataset.  

        Ahmed et al. [13] projected Saudi Arabia's yearly CO2 emissions through 2030 using long short-term memory (LSTM), an 

adaptive network-based fuzzy inference system (ANFIS), and a feed-forward neural network (FFNN). In contrast to the R2 averages 

of 0.990985, 0.98875, and  

0.9945, respectively, the RMSE averages were 19.78,  

20.89505, and 15.42295, respectively.  

        Another study's goal [14] was to use AI and machine learning to anticipate CO2 emissions. Using SARIMA (SARIMAX), a 

model for prediction based on ARIMA, the researchers created four models. The COVID-19 pandemic's peak time serves as the 

basis for the models. The study projects the total CO2 emissions worldwide for the following three time periods: the near future, 

2022 to 2027, the future, 2022 to 2054, and the long future, 2022 to 2072. For comparing accuracy, the mean absolute percentage 

error, or MAPE, is used. For the years 2022 to 2027, the post-COV estimates for the total world CO2 emissions are 36,218.59, 

36,733.69, 37,238.29, 37,260.88, 37,674.01, and 37,921.47 million tons (MT).  

          Cosimo Magazzino et al.'s study [15] used data from  

1970 to 2017 to investigate the connection between Russia's GDP, energy consumption, and CO2 emissions. The outcomes were 

compared using time-series analysis and a novel D2C technique. The study found that energy consumption and CO2 emissions are 

influenced by economic growth, but it also recommended using alternative energy sources to cut emissions.  

         To cut CO2 emissions by 40–45% by 2030, Yuvaraj et al. [16] created algorithms to estimate emissions on a sizable sensor-

based dataset of 7384 light-duty cars. Even with a single car attribute as input, the suggested method, categorical boosting 
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(Catboost), successfully forecasted CO2 emissions. This method gave producers and consumers insightful information on air 

pollution caused by vehicles, along with suggestions. The study's MSE and R-squared values were 3.83 and 0.996, correspondingly.  

    The literature review showed that a few studies have been accomplished on CO2 emissions. Most of the study was carried out 

on industry and electrical power generationbased CO2 emissions prediction. In our study, we have addressed the CO2 emission 

prediction from vehicles. One study was carried out to predict CO2 emissions from Canadian vehicles. But the performance of the 

approach was not very impressive. There was scope to further improve the performance of the model. In our study, we focused on 

it to enhance the performance of CO2 emission prediction from cars. Our approach has achieved the highest level of accuracy. The 

pre-processing and parameter tuning have been applied to this standard. Feature importance and comparative analysis were also 

applied, which proved that our approach is more efficient and sustainable for CO2 emissions from cars.   

 

III. MATERIALS AND METHODOLOY  

A. Dataset Collection  

The study has used a publicly available CO2 emissions dataset from Canada [17]. The dataset was prepared by the Canadian 

government for statistical analysis of the carbon emissions of different vehicles. It contains details of how a vehicle's CO2 emissions 

might change depending on several attributes. This includes information spanning seven years. In total, there are 12 columns with 

features and 7385 rows with instances. The features of the dataset have been shown in Table I.   

  

Table I. Features Name and Description of Dataset.  

 
 

B. Preprocessing and Exploratory Data Analysis        

Preprocessing is a vital step in machine learning-based prediction model analysis [17]. Similarly, exploratory data analysis also 

involves conducting preliminary research to identify trends, identify abnormalities, test theories, and verify presumptions using 

graphical and summary statistics.  

In our study, the missing values were analyzed using the pandas isnull() and sum() functions. No missing values were found. The 

duplicate values were investigated by the Pandas duplicated () function. The dataset had duplicate values of 979. We dropped all 

the duplicate values. The outliers were handled by the local outlier factor method. The distribution of “make” features is shown 

in Fig. 1. Normalized Fuel Consumption, Combined Mile Per Gallon, and CO2 Emissions Distribution are also depicted for easy 

understanding of the feature distribution in Figs. 2 and 3. A statistical analysis has been carried out on the data set that is shown 

in Fig. 4. The average CO2 emissions of the vehicles are 250.584699 g/km, with a maximum of 522 g/km and a minimum of 96 

g/km. The correlation analysis of the features is illustrated in Fig. 5.  
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Fig.1. Top 25 companies and their number of vehicles in the dataset. 

 
Fig.2. Fuel consumption combined per mile gallon. 

 

 
Fig.3. CO2 emissions distribution. 
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Fig.4. Statistical analysis of the dataset. 

  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5.Correlation analysis of the dataset. 
 

C. Proposed Approach  

        In this study, we proposed an efficient approach to predicting CO2 emissions from different vehicles. The collected dataset is 

trustworthy and publicly available. In this approach, we introduced modern pre-processing techniques. Missing data management, 

duplicate data handling, outlier rejection by local outlier factor strategy, and scaling of the data are the pre-processing steps. We 

found 979 duplicates of data that was dropped in our study. The dataset was widely exploratory analyzed for a better understanding 

of the distribution of features. The correlation analysis among the features also contributed to the relationship among them. Later, 

the dataset was split into training and testing at a ratio of 75:25. We applied three machine learning models, such as random forest 

(RF), Knearest neighbor (KNN), and support vector regression (SVR). The model was hyperparameter-tuned with a grid search 

technique. The grid space is shown in Table II. From the grid search, we chose the best parameters. Using the parameter, we trained 

the models and tested them with testing data. The model was evaluated by mean square error, root mean square error, mean absolute 

error, and values. We carried out a comparison with the tuned and untuned versions of the model. The outcome of the study has 

revealed that the performance of our approach is the highest compared to previous.   

D. Model Evalution  

      Our proposed model was evaluated by the prominent parameters. The parameters and their respective equations are given as 

follows as-  

 Mean square error: The average square error between predicted value and actual value is determined by MSE. It indicates how a 

model predicts accurately. It can be formulated as follows as-  
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        𝑣  

𝑀 𝑆 𝐸    

      𝑖  

  

Root means square error: The square root of the average of the squared differences between paired observations that reflect the 

same occurrence is represented by the statistical measure known as the root mean square error (RMSE).  

𝑅 𝑀 𝑆 𝐸    

Mean absolute error: Measuring the average amount of mistakes between paired observations of the same phenomena, the mean 

absolute error (MAE) is a statistical metric.  

 𝑛 𝑖  |𝑒 𝑖 | 

 
𝑀 𝐴 𝐸       

𝑣  

R-squared: The percentage of the dependent variable's variance that can be predicted from the independent variables is expressed 

statistically as R-squared (R²). It shows how well a regression model fits data; a number nearer 1 denotes a better fit.  

𝑅   

Where, v is the number of measurements. 𝑜   is the 𝑖  − 𝑡 ℎ measurement and  𝑜 ̂𝑖   is the 𝑖  − 𝑡 ℎ  prediction values.  

|𝑜 𝑖  − 𝑜 ̂𝑖 | = |𝑒 𝑖 |  

  

 
Fig.6. Proposed CO2 emissions approach. 
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Table II. Grid Space of the Models.   

 
  

IV. RESULT AND DISCUSSION     

      The study has been implemented in Python using the Pandas, NumPy, Matplotlib, and machine learning libraries. The grid 

search optimization of the study provided the bestfitting parameters of the models. The outcome of the grid search of the models is 

listed in Table III. The study was conducted on both tuned and untuned models. The results of the untuned model have been shown 

in Table IV. The MSE, RMSE, and MAE of the SVR are very high. But KNN and RF performed well. The RF models provided the 

highest values of 0.995, and KNN is the second with 0.995. The outcomes of the models after tunning are listed in Table V. The 

performance of SVR increased remarkably. The MSE and RMSE were reduced from 16.76 to 3.86 and increased to 0.995. But the 

performance of RF is a is a little bit degraded.  

The results of the analysis showed that the RF without hypermeter tuning performed the best. SVR and KNN, after hyperparameter 

tuning, also improved their performance. Advanced preprocessing techniques and hypermeter tuning contributed to enhancing the 

performance. A comparison with the previous study shown in Table VI also presents the superior performance of our approach. The 

explainability of the RF model has been shown in Fig. 7. The importance of the importance of the features also added to the fairness 

of our approach. Finally, we conducted a comparison with the actual and predicted values in Fig. 8. The RF model predicted more 

closely with the actual values.  

  

Table III. Grid Search Parameters of the Models.  

Model 

Name  

Tuned Parameters  

KNN  n_neighbors=3  

SVR  C=50  

RF  max_depth  = 9, max_features = 5, 

n_estimators =750  

  

Table IV. Performance Metrics of the Model before Tunning.  

 Model 

Name  

MSE  RMSE  MAE  𝑹 𝟐   

KNN  4.26  4.26  2.90  0.995  

SVR  16.76  16.76  11.17  0.916  

RF  3.13  3.13  2.33  0.997  

  

 Table V. Performance Metrics of the Model after Tunning.  

 Model 

Name  

MSE  RMSE  MAE  𝑹 𝟐   

KNN  4.05  4.05  2.81  0.995  

SVR  3.86  3.86  2.63  0.995  

RF  3.19  3.19  2.41  0.997  
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 Table VI. Comparison with the Previous Work.  

 Ref.  Model  MSE  MAE  R- 

Square  

[15]  
SVR  4.14  2.64  0.994  

CatBoost  3.83  2.41  0.996  

Our 

proposed  

Tunned 

SVR  

3.86  2.63  0.995  

RF  3.13  2.33  0.997  

  

 
Fig.7. Feature importance of RF model. 

   

 

Fig.8. Comparison of the model in predicting CO2 emissions. 

 

V. CONCLUSION AND FUTURE WORK  

      Efficient and grid-search-optimized SVR, KNN, and RF models have been implemented for CO2 emissions prediction from 

previous seven-year vehicle data. The study has addressed all the previous limitations. Integration of preprocessing strategies such 

as duplicate data handling, missing data management, outlier rejection, and hypermeter tuning contributed greatly to the model's 

performance. The MSE, MAE, and R-squared of SVR have been enhanced from the previous study. Our approach has achieved the 

highest R-square score of 0.997 and the lowest MSE of 3.13, with a with a MAE of 2.33.  

However, the study will contribute greatly to the prediction of CO2 emissions from different cars. It will help in building a 

sustainable environment and a living earth.  

 The study has several limitations, for instance, the lack of a dataset and the fact that the fact that all models of cars are not considered. 

The future researcher can extend the work.   
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