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ABSTRACT: The rapidly evolving landscape of cryptocurrency markets presents unique challenges and opportunities. The 

significant daily variations in cryptocurrency exchange rates lead to substantial risks associated with investments in crypto assets. 

This study aims to forecast the prices of cryptocurrencies using advanced machine learning models. Among seven models that were 

tested for their prediction and validation efficiency, Neutral Networks performed the best with minimum error. Thus, Long Short-

Term Memory (LSTM) neural networks were used for predicting future trends. LSTM model is well-suited for analyzing complex 

dependencies in financial data. Starting with historical data collection, data preprocessing, feature engineering, normalization and 

integrative binning, a comprehensive Exploratory Data Analysis (EDA) was conducted on 50 cryptocurrencies. Top performers 

were identified based on criteria such as trading volume, market capitalization, and price trends. The LSTM model was implemented 

using Python to predict 90-day price movements data to check intricate patterns and relationships. Model performance was validated 

by performance metrics such as MAE and RMSE. The findings align with the Adaptive Market Hypothesis (AMH) which suggests 

that cryptocurrency markets exhibit dynamic efficiency influenced by evolving market conditions and investor behavior. The study 

shows the potential of machine learning models in financial economics and their role in enhancing risk management strategies and 

investment decision-making processes.  
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INTRODUCTION 

Cryptocurrency emerged as a revolutionary financial innovation by an anonymous entity known as Satoshi Nakamoto (January, 

2020). Bitcoin was launched in 2009 and marked this beginning of a new era of digital currencies (Malik, 2016). Nakamoto's 

whitepaper described Bitcoin as a decentralized electronic cash system that facilitates secure direct transactions without relying on 

intermediaries (Nakamoto & Bitcoin, 2008). Following Bitcoin's success, numerous alternative cryptocurrencies, such as Ethereum, 

Ripple, and Litecoin, were developed. Today, the cryptocurrency landscape comprises thousands of digital assets with applications 

in finance, gaming, supply chain, and beyond (Chlioumi, 2022). The rapid evolution of cryptocurrency markets presents both 

opportunities and challenges for traders and investors. Unlike traditional financial markets, cryptocurrencies operate in a 

decentralized environment which is characterized by high fluidity and frequent price fluctuations. These unique market dynamics 

require advanced predictive modeling techniques to forecast future price movements accurately (Lubogo, 2022). Forecasting the 

behavior of cryptocurrencies can enhance trading strategies and support risk management decisions. Forecasting can inform 

regulatory frameworks and foster greater market confidence. As the cryptocurrency market continues to evolve, the ability to 

anticipate price movements and market behavior becomes increasingly vital for predicting sustainable growth and integration into 

the broader financial landscape (Nabila et al., 2021). However, the limitations of these linear models in capturing the non-linear and 

complex dependencies within financial time series have led to the exploration of machine learning techniques. Machine learning 

models have gained domimance in time series forecasting due to their capacity to learn complex patterns from historical data 

(Elsayed et al., 2021). LSTM models, a type of recurrent neural network (RNN), are widely used to predict long-term variations and 

sequential relationships. LSTM model is particularly well-suited for modeling the non-linear and temporal nature of cryptocurrency 

prices (Liu et al., 2020).  

Studies have demonstrated the efficacy of LSTM models in predicting stock prices, foreign exchange rates and now cryptocurrency 

prices. For instance, Ghosh and Neufeld (2022) applied LSTMs to the S&P 500 index and found that LSTMs outperformed 
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traditional models in both accuracy and profitability (Ghosh et al., 2022). Similarly, N Latif et al. (2023) applied LSTMs to Bitcoin 

price prediction and demonstrated improved performance of LSTMs over ARIMA and other machine learning models (Latif et al., 

2023). These findings show the potential of LSTM networks to model the complex, volatile nature of cryptocurrency markets. 

Recent literature also highlights the application of LSTMs and other deep learning models for cryptocurrency forecasting with 

mixed results depending on data preprocessing, feature selection, and model configuration (Awotunde et al., 2021; Mudassir et al., 

2020). However, the efficacy of these models often depends on the quality of input features and the ability to handle the high 

variability inherent in cryptocurrency data. 

Despite the growing interest in applying LSTM models to financial time series, there remains a gap in their comparative performance 

against traditional statistical approaches and other machine learning algorithms. This study aims to address this gap by employing 

seven different model and to shortlist the best model based on maximum efficiency and minimum error. Neural network model 

performed best showing maximum predictive precision and minimum error. LSTM Neural Network model was selected to predict 

cryptocurrency prices over a 90-day horizon. By using advanced data preprocessing techniques, feature engineering, normalization, 

scaling and model validation, this research seeks to provide a robust methodological framework for cryptocurrency market 

prediction. The results are expected to offer valuable insights into the effectiveness of LSTM models in capturing market dynamics 

and improving forecast accuracy in the rapidly evolving cryptocurrency space. The findings aim to contribute to the growing body 

of literature on machine learning applications in financial markets and it will also provide actionable insights for market participants. 

 

METHODOLOGY 

A comprehensive and validated methodology was applied for accurate prediction to analyze cryptocurrencies future market trends 

and patterns. The framework of this research methodology is illustrated in Figure 1. 

Data Acquisition 

To start with, recent historical daily market price datasets of the top 50 cryptocurrencies were obtained from CoinMarketCap via 

Yahoo Finance ( https://finance.yahoo.com/markets/crypto/all/ ) using the python based approach. The yfinance library was 

employed to fetch datasets for each cryptocurrency by specifying their ticker symbols. Yahoo Finance is a widely recognized reliable 

and consistent financial data provider (Boritz & No, 2020). The time range for the data collection was set from January 1, 2018, to 

August 30, 2024. Older datasets of corresponding cryptocurrencies from April 28 th, 2013 to December 31st, 2017 were retrieved 

from kaggle ( https://www.kaggle.com/ ). Kaggle offers extensive collection of diverse and high-quality datasets (Quaranta et al., 

2021). Among approximately 9000 active and traded cryptocurrencies in the market, 50 were selected based on their high trading 

volume in the market. The final dataset was exported as a CSV file. Both CSV files were combined to create a unified dataset. The 

files were first loaded into Python using the pandas library, and columns were aligned by reordering them to a standardized format. 

 
Figure 1. Experimental Flowchart for modelling and 

forecasting 

Data Preprocessing 

Data preprocessing was performed to ensure the integrity and 

utility of the dataset for subsequent analysis. Missing values 

within the dataset were identified and handled. Each column 

was examined for null values using the ̀ isnull()` method from 

the Pandas library. Data integrity was assessed by identifying 

inconsistencies within the dataset. This involved cross-

verifying values with expected ranges and patterns. 

Discrepancies were flagged for further review or correction. 

Data types were verified to ensure compatibility with 

subsequent analyses. Columns were checked for correct data 

types and converted as necessary to maintain consistency. 

Type conversion was carried out using the `astype()` method 

to ensure that all columns conformed to the expected data 

types. The preprocessing yielded a refined dataset ready for 

analysis. Imputation was applied to columns with a low 

percentage of missing values, while rows with extensive 

missing data were removed to maintain data quality.
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Data mismatches were resolved to ensure that dataset was consistent and reliable. Values that did not conform to expected patterns 

were corrected or excluded. All columns were converted to appropriate data types for accurate analysis and preventing errors during 

processing.  

Feature Engineering 

Moving averages, volatility measures, and technical indicators were computed to enrich the dataset. Simple Moving Averages 

(SMA) and Exponential Moving Averages (EMA) were calculated to identify trends (Rusdiana et al., 2020). Average True Range 

(ATR) indicator was used to assess market volatility (Cohen, 2023). Various technical indicators were computed using the 

`pandas_ta` library, including Relative Strength Index (RSI) and Bollinger Bands (Daniswara et al., 2022). 

Z-score Normalization 

To ensure consistent scaling of the features used in our analysis, z-score normalization was applied to the processed dataset obtained 

from feature engineering (Urolagin et al., 2021). This step was crucial for standardizing the numerical features. Initially, the dataset 

was imported using Python's pandas library and non-numeric columns were excluded from the normalization process. The numeric 

features were then identified and isolated for scaling using the `StandardScaler` from the `scikit-learn` package (Zollanvari, 2023). 

The normalized features were subsequently reintegrated with the non-numeric data to maintain the original structure of the dataset. 

The complete normalized dataset was saved as a CSV file for subsequent analysis.  

Exploratory Data Analysis (EDA) 

Detailed data exploration was conducted to screen the top performers in cryptocurrency marker (Rouf et al., 2021). Trends were 

visualized by plotting closing prices of cryptocurrencies over time. A bar graph was plotted to compare the average closing values 

and trading volumes of cryptocurrencies over a specific period. This visualization allowed for a quick assessment of market 

dominance and overall performance. A correlation matrix was also constructed to evaluate the relationships between the selected 

features of the cryptocurrencies. Time series analysis of top cryptocurrencies based on the logarithmic prices was done (Fleischer 

et al., 2022).The log transformation was applied to stabilize variance and reveal long-term trends. 

Log Price = log (Close Price) 

This transformation helped highlight relative changes rather than absolute price differences.  Based on the EDA results, the top 5 

cryptocurrencies were selected using criteria such as high trading volume, strong market capitalization, and distinct trends identified 

in the log time series plots. These top performers were further analyzed for predictive modeling. The EDA was performed by 

manually data analysis and Python’s data visualization libraries, including Matplotlib and Seaborn (Sial et al., 2021), to generate 

graphs and to identify top performers. 

Model Training 

SAS Enterprise Miner Client 15.2 was used for machine learning model training (Truong, 2024). The dataset was partitioned into 

training (60%), validation (20%) and test (20%) subsets. Integrative Binning was applied to categorize continuous variable (Ma et 

al., 2020). Binning was done to handle non-linear relationships and enhancing model performance. Four models i.e., Neural 

Networks, Regression Models, High Performance Forest and Decision Tree were trained and evaluated. Regression model assessed 

linear relationships between features and cryptocurrency prices (Akbulaev et al., 2020). Neural networks captured complex non-

linear patterns through multi-layered architectures (Karn et al., 2024). HP forest implemented a high-performance random forest 

model to improve prediction accuracy through ensemble learning (Xin et al., 2023). Decision Tree utilized tree-based algorithms to 

interpret and visualize decision paths in predicting cryptocurrency prices (Naghib Moayed & Habibi, 2020). Each model's 

performance was compared with the normalized data. A final score node was used to aggregate predictions and assess model 

performance comprehensively. This node provided a detailed evaluation of each model's predictive capabilities. 

LSTM Model for forecasting future trends 

Since, Neural Network performed best in model training, so the Long Short-Term Memory (LSTM) Neural Network model was 

used for predicting future prices of top 5 cryptocurrencies (Lindemann et al., 2021). LSTMs mitigate the vanishing gradient problem 

inherent in traditional RNNs by incorporating a memory cell structure that retains information across long time steps. This is 

facilitated by three essential components: the forget gate, the input gate, and the output gate (Song et al., 2020). 
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LSTM networks consist of a series of repeating modules (cells) with four interacting layers: the input layer, hidden layers with 

LSTM units, and an output layer. The core mechanism of an LSTM cell is governed by the 4 gates. The fundamental operation of 

an LSTM cell is controlled by four gates. The forget gate determines which pieces of information should be removed from the cell 

state. It utilizes a sigmoid activation function to produce a value ranging from 0 to 1, where 0 indicates 'completely discard' and 1 

signifies 'fully retain'. 

ft = σ (Wf [ ht−1, xt ]+bf ) 

Where ft represents the forget gate output at time step t, Wf is the weight matrix, ht−1 is the previous hidden state, xt is the current 

input, bf is the bias term and σ denotes the sigmoid activation function. Input Gate determines which new information should be 

stored in the cell state. It consists of a sigmoid layer that decides which values to update and a tanh layer that creates a vector of 

new candidate values. 

it=σ (Wi⋅ [ht−1, xt] + bi) 

Ct=tanh (Wc⋅ [ht−1, xt] + bC) 

Ct denotes the candidate cell state and Wi,Wc are the weight matrices. The cell state Ct is formed by integrating the previous cell 

state with the newly acquired information. Finally, the output gate generates the output by processing the updated cell state (Zu & 

Wei, 2021). 

Ct = ft × Ct−1 + it × Ct 

ot=σ (Wo⋅ [ht−1 ,xt] + bo) 

ht=ot×tanh (Ct) 

The LSTM model was implemented in Python using the Keras library, using the TensorFlow backend (Florencio & Moreno, 2021). 

The dataset was preprocessed by normalizing price-related features, including close prices, log returns, and other technical 

indicators. Data was split into training (80%) and testing (20%) sets and sequences were created to capture past price movements 

over a 90-day time window.  

The normalized data was reshaped into a three-dimensional format required by LSTM (samples, time steps, features). The model 

was trained for 50 epochs with a batch size of 32. A 10% validation split was employed to track performance during training 

(Lechner & Hasani, 2020). The trained model was used to forecast cryptocurrency prices for the next 90 days. 

Model Validation 

The performance of the model was rigorously assessed using several statistical evaluation metrics including Mean Absolute Error 

(MAE), Root Mean Squared Error (RMSE), and Final Prediction Error (Khan et al., 2020). These metrics provide quantitative 

measures of the accuracy and reliability of the model’s predictions. The results from these evaluations highlighted the model’s 

proficiency in capturing the intricate temporal dependencies present in cryptocurrency market data. 

Results 

Data Acquisition and Preprocessing 

The data acquisition process successfully gathered comprehensive historical data for 50 major cryptocurrencies, spanning from 

April 2013 to August 2024. This dataset includes crucial market indicators such as opening price, closing price, highest price, lowest 

price, and trading volume (in US Dollars) for each day.  This comprehensive historical range allows for in-depth analysis of market 

behavior under different economic scenarios. The combined CSV file, generated from the two input files, contained all the necessary 

columns in the specified order. Figure 2 is representing the volume of 50 selected cryptocurrencies over the course of 11 years. 
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Figure 2 Volume Trends of 50 selected cryptocurrencies over time 

 
Feature Engineering 

The calculation of moving averages, volatility measures, and technical indicators provided valuable insights. The inclusion of SMA 

and EMA helped in trend analysis, while volatility measures such as ATR offered a deeper understanding of market dynamics. 

Technical indicators enriched the dataset and gave comprehensive features for predictive modeling and analysis. These 

preprocessing and feature engineering efforts laid a solid foundation for subsequent analysis and modeling tasks. Figure 3 is 

indicating the SMA 20, EMA 20, and Bollinger Bands indicators. The SMA 20 is the average price of an asset over the last 20 

periods. It smooths out price data to identify trends more clearly. When prices are above the SMA 20, it often signals an uptrend 

(Peng et al., 2021). The EMA 20 is similar to SMA but gives more weight to recent prices. It can be useful for detecting short-term 

momentum (Market, 2006). Bollinger Bands comprise a SMA with upper and lower bands set at a specified distance, typically ±2 

standard deviations (Huyen Chau & Doan, 2024). Price touching the upper band indicate potential overbought condition while price 

touching the lower band shows potential oversold condition. These indicators help in understanding the market's past behavior. The 

high peak in late 2015 likely reflects a period of extreme market sentiment driven by the significant market events. 

 

 

Figure 3 Moving Averages and Bollinger Bands during Feature Engineering 
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Z-score Normalization 

The z-score normalization successfully standardized the numeric features within the dataset. This step mitigated the effects of 

different scales and ranges among the features and optimized the data for further statistical analysis and machine learning 

application. Upon normalization, visual inspection of the data confirmed the effectiveness of the transformation as all numerical 

variables exhibited a uniform scale. The data was devoid of any outliers that could skew analysis results. The normalized dataset 

was saved and utilized in subsequent modeling, contributing to improved model convergence and predictive performance.  

Exploratory Data Analysis 

Among the 50 cryptocurrencies analyzed, Bitcoin, Ethereum, Binance Coin, Litecoin, and Maker emerged as the top performers 

due to their consistent high trading volumes and significant average price levels. They exhibited clear upward trends and distinctive 

market behaviors. Figure 4 (a) is representing the closing prices of these cryptocurrencies over time. Bitcoin has the most successful 

trend since 2020 followed by Maker. Figure 4 (b) is exhibiting the correlation matrix among top performers. The correlation matrix 

revealed varying degrees of correlation between the closing prices with some exhibiting strong positive correlations. For instance, 

Bitcoin and Ethereum showed a high correlation which is reflecting their influence on the broader market. Figure 4 (c) is representing 

the 3d bar graphs of cryptocurrencies. The bar graph is comparing the average closing prices and trading volumes of selected 

cryptocurrencies. This graphical representation represents the dominance of these cryptocurrencies in the market. This visualization 

helped in validating the selection of these cryptocurrencies for predictive modeling. These analyses not only facilitated the 

identification of the top-performing cryptocurrencies but also provided a comprehensive understanding of market dynamics. 

 

Figure 4 Exploratory data analysis of cryptocurrencies (a) trends of top cryptocurrencies over time (b) Correlation Matrix 

of Cryptocurrencies (c) 3d Bar Graphs of selected Cryptocurrencies. 

 

The logarithmic-transformed time series graphs were also plotted for each cryptocurrency and revealed significant patterns and 

growth trends among the cryptocurrencies. The log plots are usually used to demonstrate financial values and effectively highlight 

periods of exponential growth, corrections, and consolidations (Sung et al., 2022). The logarithmic graphs are illustrated in Figure 

5. 
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Figure 5 Logarithmic Time series graphs of selected cryptocurrencies. 

 

Model Comparison 

Model comparison revealed distinct performance 

characteristics for each model. Regression Model 

demonstrated a solid baseline performance. Neural Networks 

effectively capture complex patterns and non-linear 

relationships. HP Forest provided robust performance with 

enhanced predictive accuracy due to its ensemble approach. 

Decision Tree offered interpretability and clear decision 

paths. Among these models, the neural network and Decision 

Tree models were superior in forecasting accuracy and 

handling data complexity. The score node analysis 

highlighted these models as the most reliable for predicting 

cryptocurrency price trends. Neural Networks had the lowest 

average squared error followed by Decision Tree as shown in 

the Table 1. Supplementary Figure 6 is representing the 

model score of Train, Validation and Test data. 

 
Figure 6 Score of applied Models offered by SAS E-Miner 
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Table 1 Valid Average Squared Error of applied Models 

 
 

LSTM Model of 90-days forecasting 

The LSTM model effectively captured the sequential patterns and variations within the cryptocurrency price data. The 90-day 

forecasting results showed that the model could anticipate general trends and turning points in the market with reasonable accuracy. 

The LSTM model aligned closely with historical price patterns as shown in Figure 6. The results highlight the model's capacity to 

learn from complex, non-linear market dynamics and provide a valuable tool for forecasting future cryptocurrency prices. Graphical 

representation indicates the nearly constant trends for Bitcoin. Bitcoin is the oldest and most widely adopted cryptocurrency and 

exhibits relatively stable price trends compared to others. Moreover, Bitcoin's market is less reactive to news and speculative events. 

A slightly downward future trends are observed for Ethereum and Binance Coin while constantly fluctuating trends were observed 

for Maker and Litecoin. Both Ethereum and Binance Coin may be experiencing market corrections following periods of rapid 

growth. While Maker and Litecoin have smaller market caps and are more susceptible to price fluctuations due to lower liquidity 

and higher speculative trading. 

 
Figure 7 90-days forecasting of Bitcoin, Ethereum, Maker, Binance Coin and Litecoin utilizing LSTM Model 
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The average absolute deviation of predictions from actual prices was minimized, indicating a close fit between predicted and 

observed values. RMSE highlighted the model’s sensitivity to larger deviations and confirmed the model’s overall precision. The 

low percentage error reflected the model's consistency across the test period. The LSTM model forecasted upward and downward 

trends with significant precision. The results aligned closely with historical price patterns. 

 
Figure 8 Root Mean Square Error (RMSE), Maximum Absolute Error (MAE) and Final Prediction Error of LSTM Model 

 

DISCUSSION 

Cryptocurrencies have emerged as a significant financial innovation and has revolutionized the landscape of digital assets. The 

volatility and fluctuating nature of cryptocurrencies have been a subject of extensive debate in the literature. Studies by Agyei and 

Adam (2022) and Obeng et al. (2023) highlight the extreme price volatility of cryptocurrencies and the absence of intrinsic value 

(Agyei et al., 2022; Obeng, 2023). Further, research by Mpinyuri et al. (2019) demonstrated the systemic risk posed by 

cryptocurrencies due to their lack of regulation and susceptibility to market manipulation (Mpinyuri, 2019). On the other hand, 

studies such as Habib and Sharma (2022) and Santos (2017) argue that blockchain technology offer unique advantages including 

lower transaction costs, transparency, and enhanced security (Dos Santos, 2017; Habib et al., 2022). Despite these benefits, empirical 

analyses indicate that the unpredictable price swings and regulatory uncertainties limit their acceptance as stable financial 

instruments (Borio et al., 2001). Thus, practical integration of cryptocurrencies into mainstream finance remains fraught with 

challenges. Forecasting cryptocurrency trends holds significant potential benefits, particularly in enhancing decision-making for 

investors and financial institutions. Previous studies such as those by Fang and Ventre (2022) demonstrate that accurate trend 

predictions can aid investors in mitigating risks associated with the high volatility of digital assets (Fang et al., 2022). Moreover, 

Gosh et al. (2019) also argue that predictive models provide better understanding into market dynamics (Ghosh et al., 2019). 

Additionally, the work of Marzo et al. (2022) highlights the growing importance of reliable forecasting in stabilizing the 

cryptocurrency ecosystem (Marzo et al., 2022).  

This study aims to predict the 90-days market trend of top cryptocurrencies in the market. The Exploratory Data Analysis identified 

significant trends and patterns among the 50 analyzed cryptocurrencies and top 5 cryptocurrencies in the market were shortlisted. 

Bitcoin is the first recognized cryptocurrency and serves as the foundation of the entire digital asset market. Introduced by Nakamoto 

(2008), Bitcoin revolutionized the concept of money by enabling person to person transactions without the interference of banks 

(Nakamoto & Bitcoin, 2008). Its decentralized nature has positioned Bitcoin as a "digital gold" (Taskinsoy, 2021). As noted by 

Riggs (2022), Bitcoin's status as the flagship cryptocurrency solidifies its importance as a key indicator of market trends and a 

gateway for broader blockchain adoption (Riggs & Vyas, 2022). Ethereum, as highlighted by Oliva (2020), revolutionized 

blockchain technology by introducing smart contracts (Oliva et al., 2020). Binance Coin (BNB) was basically launched as a token 

for reduced trading fees on the Binance platform but now has evolved into a multi-functional asset that powers the Binance Smart 

Chain (Cernera et al., 2023). Litecoin, often referred to as the "silver to Bitcoin’s gold," offers faster transaction times and a more 

efficient mining process (Novak, 2023). Maker, as noted by (Nedashkovskiy, 2021) is a cornerstone of the DeFi ecosystem that 

provide a decentralized stablecoin (DAI).  

Following data collection and preprocessing, feature engineering and z-score normalization was done. Feature engineering enhances 

the predictive power of models by capturing essential market dynamics, such as moving averages, volatility indicators, and price 

momentum. These engineered features allow models to better understand underlying patterns. Z-score normalization standardizes 

data by scaling features to a common scale. This process is particularly important in cryptocurrency data where values can vary 

widely, leading to biased model training if not addressed. Normalization ensures that each feature contributes equally to the model 

and prevent any one variable from disproportionately influencing the results (Kappal, 2019).  
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Multiple models were selected to evaluate their predictive capabilities, including HP Forest, Decision Tree, Default Regression, 

Forward Regression, Stepwise Regression, Backward Regression, and Neural Network. Decision Trees and HP Forest are robust 

non-linear models that excel in capturing complex interactions within the data. These models effectively handle high-dimensional 

datasets without overfitting (Jain & Chauhan, 2019). These regression techniques are especially useful in identifying the most 

influential predictors among engineered features. Neural Networks included for their exceptional ability to capture non-linear 

patterns and learn from large volumes of data through deep learning architectures (LeCun et al., 2015). The comparative analysis of 

these models revealed that the Neural Network outperformed others so this model was considered as the optimal model for the 90-

day forecasting task.  

LSTM model has been used previously to forecast different aspects of financial economics. The predicted future fluctuations of the 

selected five cryptocurrencies suggest a diverse range of market behaviors. The relatively stable future trends observed for Bitcoin 

imply continued market confidence and its role as a store of value (Giraldo). In contrast, the slightly downward trends projected for 

Ethereum and Binance Coin may indicate market corrections following their rapid growth phases, influenced by evolving regulatory 

landscapes and competitive pressures. The fluctuating trends observed for Litecoin and Maker highlight their susceptibility to 

broader market sentiment and lower liquidity compared to larger-cap assets. Maker’s volatility is particularly tied to its integral role 

within the DeFi space (Boukas, 2023; Mounter). For investors, these anticipated fluctuations provide critical insights for strategic 

portfolio adjustments.  

The study’s findings align with the Adaptive Market Hypothesis (AMH), which suggests that market efficiency is dynamic and 

evolves with changing market conditions. The successful application of LSTM models in forecasting suggests that machine learning 

can significantly enhance traditional financial analysis tools. This represents a shift towards more sophisticated financial 

technologies (FinTech) that uses big data and AI to improve decision-making processes.  

 

CONCLUSION 

This study investigated the use of machine learning techniques for predicting cryptocurrency prices. The research began with the 

historical data collection, preprocessing, normalization, scaling and model training. Comprehensive Exploratory Data Analysis 

(EDA) of 50 cryptocurrencies, identified the top performers through log time series analysis, bar graphs, correlation matrices, and 

closing value line graphs. The implementation of the LSTM model demonstrated strong predictive accuracy in forecasting 90-day 

price movements. Performance metrics such as MAE, RMSE, and MAPE were employed to validate the model’s robustness.  The 

study’s results have significant implications for financial economics and the broader financial markets. They highlight the 

transformative role of machine learning models in refining risk management and optimizing investment portfolios. The ability to 

forecast price movements with high accuracy can provide investors and financial institutions with a more informed decision-making 

in a rapidly evolving market landscape.  Future research should focus on integrating other financial indicators and assessment of the 

impact of external factors such as regulatory changes and macroeconomic events on cryptocurrency prices. 
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