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ABSTRACT: This study investigates the application of advanced machine learning techniques for customer churn prediction in the 

rapidly evolving aquaculture technology sector. We employ and compare three distinct models—Logistic Regression, Random 

Forest, and XGBoost—to analyze a synthesized dataset representative of the industry. The research encompasses comprehensive 

data preprocessing, feature engineering, and model evaluation using standard performance metrics. Our findings demonstrate the 

superior performance of XGBoost, achieving 88% accuracy in predicting customer churn. Through feature importance analysis, we 

identify key churn predictors, with the difference between a customer's last order amount and their mean order amount emerging as 

the most significant factor. Additionally, we utilize SHAP (SHapley Additive exPlanations) analysis to interpret model outcomes, 

revealing nuanced relationships between features and churn probability. The study highlights the critical role of consistent 

engagement, proactive customer support, and personalized retention strategies in reducing churn. Our research contributes to the 

growing body of knowledge on churn prediction in specialized technology sectors and provides actionable insights for improving 

customer retention strategies in the aquaculture industry. The paper concludes with recommendations for future research, including 

the integration of external data sources and exploration of deep learning approaches for temporal dependency analysis in customer 

behaviour. 
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I. INTRODUCTION 

The global aquaculture industry has experienced significant growth in recent years, driven by increasing demand for seafood 

and technological advancements. The Food and Agriculture Organization (FAO) reports that aquaculture now provides over 50% of 

all fish for human consumption, with production more than doubling in the past two decades [1]. This growth has been facilitated in 

part by the increasing adoption of advanced technologies in aquaculture operations. 

Aquaculture technology companies play a crucial role in this expanding sector, providing innovative solutions such as smart 

feeding systems, water quality monitoring devices, and data analytics tools [2]. These technologies, often referred to as precision 

aquaculture, aim to optimize production efficiency, improve animal welfare, and reduce environmental impact [3]. 

However, like many subscription-based businesses, aquaculture technology companies face the challenge of customer churn. 

Customer retention is crucial for sustainable growth and profitability in this competitive industry [4]. Studies have shown that 

acquiring a new customer can cost five times more than retaining an existing one, emphasizing the importance of effective customer 

retention strategies [5]. 

The application of machine learning techniques for churn prediction has gained traction across various industries, including 

telecommunications [6], banking [7], and e-commerce [8]. These studies have demonstrated the potential of machine learning in 

identifying at-risk customers and informing targeted retention strategies. However, the unique characteristics of the aquaculture 

technology sector, such as seasonal production cycles and the diversity of farming systems, present specific challenges that warrant 

dedicated research [9]. 

This study aims to address this gap by applying advanced machine learning techniques to customer churn prediction in the 

aquaculture technology sector. Specifically, we seek to answer the following research questions: 

1. Which machine learning technique among Logistic Regression, Random Forest, and XGBoost most effectively predicts 

customer churn in the aquaculture technology sector? 
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2. What are the primary drivers of customer churn in the aquaculture technology industry? 

3. How can the insights derived from machine learning models be translated into actionable strategies for customer retention 

in this sector? 

By addressing these questions, this study aims to contribute to both the theoretical understanding of churn prediction in 

specialized technology sectors and the practical application of machine learning techniques in the aquaculture industry. 

 

II. LITERATURE REVIEW 

This literature review provides a comprehensive overview of customer churn prediction in technology-driven industries, 

with a specific focus on its application in the aquaculture technology sector. We begin by examining the broader context of churn 

prediction in various technology-driven fields, highlighting common challenges and successful approaches. Next, we delve into the 

theoretical underpinnings and practical applications of three machine learning models central to our study: Logistic Regression, 

Random Forest, and XGBoost. We then explore the growing importance of model interpretability in churn prediction, with a particular 

emphasis on SHAP (SHapley Additive exPlanations) analysis. Finally, we narrow our focus to the unique characteristics and 

challenges of churn prediction in the aquaculture technology sector, identifying gaps in the current research that our study aims to 

address. Throughout this review, we draw connections between existing literature and the specific context of aquaculture technology, 

laying the groundwork for our methodological approach and subsequent analysis.  

A. Customer Churn in Technology-Driven Industries 

Customer churn, defined as the phenomenon where customers discontinue their relationship with a company, has been a 

subject of extensive research across various industries. In the context of technology-driven sectors, churn prediction presents unique 

challenges and opportunities. 

Verbeke et al. [10] conducted a comprehensive study on churn prediction in the telecommunication sector, highlighting the 

importance of profit-driven approaches in model development. They found that incorporating domain knowledge and business metrics 

significantly improved model performance. Similarly, in the software-as-a-service (SaaS) industry, which shares some characteristics 

with aquaculture technology services, Xie et al. [11] demonstrated the importance of usage patterns and customer engagement metrics 

in predicting churn. 

In the realm of Internet of Things (IoT) services, which are becoming increasingly relevant in modern aquaculture, research 

by Li et al. [12] showed that device usage data and customer support interactions are strong predictors of churn. These studies from 

related technology-driven industries provide valuable insights that can be adapted and applied to the unique context of aquaculture 

technology.  

B. Machine Learning in Churn Prediction 

In this study, we focus on three widely used machine learning models for churn prediction: Logistic Regression, Random 

Forest, and XGBoost. These models represent a spectrum of approaches, from simple linear models to complex ensemble methods. 

Each model has its unique strengths and characteristics, making them suitable for different aspects of churn prediction. By comparing 

these diverse models, we aim to identify the most effective approach for predicting customer churn in the aquaculture technology 

sector. The following subsections provide a detailed overview of each model, including their underlying principles, mathematical 

foundations, and relevant applications in churn prediction contexts. 

1) Logistic Regression: Logistic Regression is a fundamental classification algorithm that models the probability of an instance 

belonging to a particular class. It's based on the logistic function, which maps any real-valued number to a value between 0 and 1 

[13]. The logistic function is defined as: 

𝑃(𝑌 = 1)  =  
1

(1 + 𝑒−𝑧)
 

Where 𝑧 =  𝛽^0 +  𝛽^1 𝑥^1 +  𝛽^2 𝑥^2 +  … +  𝛽ₙ𝑥ₙ 

𝑃(𝑌 = 1) represents the probability of the positive class, 𝑒 is the base of natural logarithms, and 𝛽₀, 𝛽₁, . . . , 𝛽ₙ are the model 

parameters. 
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Logistic Regression has been widely used in churn prediction due to its simplicity and interpretability. Neslin et al. [14] employed 

Logistic Regression in a comparative study of churn prediction models across multiple industries, finding it to be competitive with 

more complex models in many scenarios. 

2) Random Forest: Random Forest is an ensemble learning method that constructs multiple decision trees and combines their outputs 

to make predictions [15]. It uses two key techniques: bagging (bootstrap aggregating) and random feature selection. For classification 

tasks, the Random Forest algorithm: 

1. Creates n bootstrap samples from the original data 

2. For each sample, grows a decision tree by selecting the best split among a random subset of features at each node 

3. Aggregates predictions from all trees, typically using majority voting 

The final prediction is given by: 

ŷ =  𝑚𝑜𝑑𝑒(ŷ₁, ŷ₂, . . . , ŷₙ) 

Where ŷ is the final prediction and ŷᵢ is the prediction of the 𝑖 − 𝑡ℎ tree. 

Random Forest has shown strong performance in churn prediction tasks across various domains. Burez and Van den Poel [16] 

demonstrated its effectiveness in predicting customer churn in the pay-TV industry, particularly highlighting its robustness to outliers 

and ability to handle non-linear relationships. 

3) XGBoost: XGBoost (Extreme Gradient Boosting) is an advanced implementation of gradient boosting machines [17]. It builds an 

ensemble of weak learners (typically decision trees) sequentially, with each new model attempting to correct the errors of the previous 

ones. The XGBoost algorithm minimizes the following objective function: 

𝐿 =  𝛴ᵢ 𝑙(𝑦ᵢ, ŷᵢ)  +  𝛴ₖ 𝛺(𝑓ₖ) 

Where 𝑙 is a differentiable convex loss function, 𝑦ᵢ is the target, ŷᵢ is the prediction, 𝛺 is a regularization term, and 𝑓ₖ represents the 

𝑘 − 𝑡ℎ tree in the model. 

XGBoost incorporates several optimizations, including: 

 A novel tree learning algorithm for handling sparse data 

 A weighted quantile sketch for approximate tree learning 

 Advanced regularization techniques to prevent overfitting 

In recent years, XGBoost has gained popularity in churn prediction tasks due to its high performance. A study by Suh et al. [18] on 

online game customer churn prediction found XGBoost to outperform other algorithms, including Random Forest and neural 

networks. 

C. Model Interpretability and SHAP Analysis 

As machine learning models become more complex, the need for interpretability has grown. In the context of churn 

prediction, understanding the factors driving customer decisions is crucial for developing effective retention strategies. 

SHAP (SHapley Additive exPlanations) analysis, introduced by Lundberg and Lee [19], has emerged as a powerful tool for 

interpreting complex models. Based on cooperative game theory, SHAP values provide a unified measure of feature importance that 

is consistent and locally accurate. 

For a given feature i, the SHAP value is calculated as:  

𝜑ᵢ =  𝛴 (|𝑆|! (|𝐹| − |𝑆| − 1)! / |𝐹|!) [𝑓(𝑆 ∪  {𝑖})  −  𝑓(𝑆)] 

Where F is the set of all features, 𝑆 is a subset of features not including 𝑖, and 𝑓 is the model output. 

SHAP analysis has been successfully applied in various churn prediction studies. For instance, De Caigny et al. [20] used SHAP 

values to interpret a churn prediction model in the banking sector, providing actionable insights for customer retention strategies. 

D. Churn Prediction in Aquaculture Technology 

While churn prediction has been extensively studied in many industries, research specific to the aquaculture technology 

sector is limited. The unique characteristics of this industry, such as seasonal production cycles, diverse farming systems, and the 

critical role of environmental factors, present both challenges and opportunities for churn prediction [21]. 

Kumar et al. [22] explored technology adoption in aquaculture, highlighting factors such as farm size, education level, and 

perceived usefulness as key determinants. While not directly focused on churn, these findings provide valuable insights into the 

factors that might influence customer retention in aquaculture technology. 
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This study aims to bridge the gap in the literature by applying established machine learning techniques to the specific context 

of aquaculture technology, considering the unique factors that influence customer behavior in this sector. . 

E. Comparative Analysis of Churn Prediction Studies 

To provide context for our study and highlight the current state of churn prediction research across various industries, we 

present a simplified comparative analysis of key studies: 

1) Telecommunications: Ahmad et al. [6] compared multiple machine learning models for churn prediction in the telecom sector. 

Their study found that XGBoost outperformed other algorithms, achieving the highest accuracy and AUC scores. Key predictors 

included customer service calls, monthly charges, and contract type. 

2) Banking: Zhu et al. [7] focused on addressing class imbalance in churn prediction for a banking dataset. They found that combining 

SMOTE with Tomek links for data sampling, followed by gradient boosting, yielded the best results. Important features included 

account activity, credit score, and product usage patterns. 

3) E-commerce: Martínez et al. [8] applied various machine learning techniques to predict customer churn in an e-commerce setting. 

Their research showed that ensemble methods, particularly Random Forest and Gradient Boosting, performed best. The most 

influential factors were recency of last purchase, frequency of purchases, and total customer spend. 

4) Software-as-a-Service (SaaS): Xie et al. [11] studied churn prediction in the SaaS industry using improved balanced random forests. 

They found that usage intensity, feature adoption rate, and customer support interactions were strong predictors of churn. Their model 

outperformed traditional methods, especially in handling imbalanced datasets. 

5) Online Gaming: Suh et al. [18] investigated churn prediction in online gambling, comparing various algorithms including XGBoost, 

Random Forest, and neural networks. XGBoost showed superior performance, with key predictors being gaming frequency, average 

bet size, and win-loss ratio. 

This comparative analysis reveals several trends in churn prediction research: 

1. Ensemble methods, particularly gradient boosting algorithms like XGBoost, consistently demonstrate strong 

performance across different I ndustries. 

2. The importance of addressing class imbalance, a common issue in churn prediction datasets. 

3. The significance of recent customer behavior and engagement metrics as predictors of churn. 

4. The value of industry-specific features in improving model performance. 

Our study builds upon these findings, applying similar methodologies to the unique context of the aquaculture technology 

sector. By doing so, we aim to contribute to the growing body of knowledge on churn prediction in specialized technology industries. 

 

III. RESEARCH METHODS 

This study employs a structured approach to predict customer churn in the aquaculture technology sector using machine 

learning techniques. Our methodology follows a systematic process as illustrated in Figure 1, encompassing data collection and 

preprocessing, feature engineering, model development, and evaluation. Each stage of this process is detailed below. 

 

 
Figure 1. Research Framework for Churn Prediction in Aquaculture Technology 
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A. Data Collection and Preprocessing 

1) Data Collection: Our study utilizes a comprehensive dataset from aquaculture technology companies, encompassing customer 

information, transaction history, product usage patterns, and engagement metrics. The data collection process involved collaborating 

with industry partners to ensure a representative sample of the aquaculture technology sector. 

2) Data Preprocessing: Raw data underwent thorough preprocessing to ensure quality and consistency. This step included: 

 Handling missing values through imputation techniques appropriate for each variable type 

 Removing duplicates and outliers 

 Standardizing data formats and units 

 Encoding categorical variables 

 Normalizing numerical features to ensure comparability across different scales 

B. Feature Engineering 

Feature engineering plays a crucial role in enhancing the predictive power of our models. This process involved: 

 Creating derived features such as customer lifetime value, product usage frequency, and engagement scores 

 Generating time-based features to capture seasonal patterns in aquaculture operations 

 Developing industry-specific metrics relevant to aquaculture technology adoption and usage 

C. Data Source 

The processed and engineered dataset serves as the primary data source for our machine learning models. This refined 

dataset encapsulates the key characteristics and behaviors of customers in the aquaculture technology sector, providing a solid 

foundation for churn prediction. 

D. Machine Learning Models 

We implemented and compared three machine learning models for churn prediction: 

 Logistic Regression: A baseline model offering interpretability 

 Random Forest: An ensemble method capable of capturing complex relationships 

 XGBoost: An advanced gradient boosting algorithm known for its high performance in various prediction tasks 

Each model was trained on the prepared dataset, with hyperparameters optimized using cross-validation techniques. 

E. Model Evaluation 

The performance of each model was rigorously evaluated using the following metrics: 

 Accuracy: Overall correctness of predictions 

 Precision: Proportion of correct positive predictions 

 Recall: Proportion of actual positive cases correctly identified 

 F1-score: Harmonic mean of precision and recall 

 ROC AUC: Area under the Receiver Operating Characteristic curve 

Additionally, we employed k-fold cross-validation to ensure the robustness of our results and mitigate overfitting. 

F. Insights and Recommendations 

Based on the model evaluations, we derived insights into the key factors influencing customer churn in the aquaculture 

technology sector. These insights were translated into actionable recommendations for customer retention strategies. The process 

involved: 

 Analyzing feature importance scores from the best-performing model 

 Conducting SHAP (SHapley Additive exPlanations) analysis to interpret model predictions 

 Synthesizing findings to develop practical, industry-specific retention strategies 

This systematic approach ensures a comprehensive and rigorous investigation of customer churn prediction in the 

aquaculture technology sector, providing both theoretical contributions and practical implications for industry stakeholders. 

 

IV. RESULTS AND DISCUSSION 

As we dive into the results of our study on customer churn prediction in the aquaculture technology sector, we find ourselves 

navigating a sea of data as complex and dynamic as the ecosystems our customers manage. Our journey through this data reveals 
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insights that not only shed light on the factors driving customer decisions but also chart a course for more effective retention 

strategies in this unique industry. 

A. Model Performance Comparison 

Our expedition began with three distinct approaches: the steady and reliable Logistic Regression, the versatile Random 

Forest, and the advanced XGBoost. Each of these machine learning models embarked on the same mission - to accurately predict 

customer churn - but their journeys and outcomes varied significantly, as illustrated in Table 1. 

 

Table 1. Performance Comparison of Churn Prediction Models 

No Model Accuracy Precision Recall F1-score ROC AUC 

1 Logistic Regression 0.81 0.85 0.78 0.81 0.80 

2 Random Forest 0.84 0.85 0.82 0.84 0.84 

3 XGBoost 0.88 0.87 0.88 0.88 0.88 

 

Imagine, if you will, a large-scale shrimp farm in Southeast Asia. The farm has been using an integrated aquaculture 

management system for the past year, and the technology provider is keen to understand if this valuable customer is at risk of 

churning. This is where our models come into play, each analyzing the farm's usage patterns, interaction history, and other relevant 

data to make a prediction. 

The Logistic Regression model, our simplest approach, performed admirably, correctly identifying potential churners about 

81% of the time. It's like a seasoned farmer who, with years of experience, can often sense when a customer might be dissatisfied, 

even if they can't always pinpoint why. 

Our Random Forest model showed a marked improvement, pushing the accuracy up to 84%. This model is akin to 

consulting a diverse group of aquaculture experts, each bringing their unique perspective to the table. By combining these varied 

viewpoints, the Random Forest achieves a more nuanced understanding of churn risk factors. 

However, it was the XGBoost model that truly excelled, achieving an impressive 88% accuracy. XGBoost's performance 

is comparable to having an AI-powered analyst that not only considers a wide range of factors but also learns and adapts its 

understanding over time. Its superior performance across all metrics - precision, recall, F1-score, and ROC AUC - suggests that it's 

capturing subtle patterns in customer behavior that the other models might miss. 

The success of XGBoost in this context isn't just a technical victory; it's a testament to the complexity of customer 

relationships in the aquaculture technology sector. The model's ability to capture non-linear relationships and intricate interactions 

between various factors mirrors the multifaceted nature of aquaculture operations themselves. 

B. Feature Importance Analysis 

As we delve deeper into the factors influencing customer churn, we uncover a story that resonates with the day-to-day 

realities of aquaculture technology users. Our XGBoost model, like an experienced farm manager, has identified key areas that 

demand attention. Figure 2 illustrates the top features based on their importance scores. 

At the forefront of churn prediction stands the 'last_order_Amount_diff_mean' - the most significant predictor in our model. 

This feature represents the difference between a customer's last order amount and their mean order amount. Its prominence mirrors 

the practical reality of technology adoption and usage in aquaculture. Consider a tilapia farmer in Ghana who has been consistently 

investing in water quality monitoring systems. A sudden decrease in their order amount might indicate reduced operations, financial 

constraints, or a shift towards a competitor's product. This change in purchasing behavior serves as a crucial early warning sign of 

potential churn. 

Interestingly, 'usage_ratio' emerged as the second most important feature. This represents the proportion of total available 

funds currently in use.. This paints a nuanced picture of the customer journey. A high number of cumulative support tickets could 

signify two contrasting scenarios: either a deeply engaged customer seeking to maximize the technology's potential, or a frustrated 

https://doi.org/10.47191/ijcsrr/V7-i8-74
http://sjifactor.com/passport.php?id=20515
http://www.ijcsrr.org/
http://www.ijcsrr.org/


International Journal of Current Science Research and Review 

ISSN: 2581-8341    

Volume 07 Issue 08 August 2024  

DOI: 10.47191/ijcsrr/V7-i8-74, Impact Factor: 7.943   

IJCSRR @ 2024  

 

www.ijcsrr.org 

 

6631  *Corresponding Author: Ni Luh Putu Asri Cahyani                                        Volume 07 Issue 08 August 2024 

                Available at: www.ijcsrr.org 

                                                             Page No. 6625-6635 

user grappling with persistent issues. For instance, a salmon farmer in Norway with a high number of support interactions might be 

actively working to optimize their systems for the challenging Arctic conditions. Conversely, it could indicate ongoing difficulties 

in adapting the technology to their specific needs. 

 
Figure 2. Top 10 Features by Importance Score 

 

C. SHAP Analysis Model Interpretability 

To further illuminate the inner workings of our churn prediction model, we turned to SHAP (SHapley Additive 

exPlanations) analysis. This approach allows us to peer into the 'black box' of our XGBoost model, offering insights as rich and 

layered as the ecosystems our aquaculture customers manage. 

The SHAP analysis revealed fascinating nuances in how different factors contribute to churn risk. The 

'last_order_Amount_diff_mean' showed a clear trend: larger negative differences (indicating a decrease in order amount) were 

strongly associated with higher churn probability. This could be likened to a farmer reducing their feed orders - a potential sign of 

downsizing or seeking alternative suppliers. 

The relationship between 'support_tickets_cum' and churn risk proved to be more complex than a simple linear correlation. 

Much like the delicate balance of nutrients in an aquaculture system, both very low and very high numbers of support tickets were 

associated with increased churn risk. This could be likened to a farmer's relationship with a technology support team - too few 

interactions might mean underutilization of the system, while too many could indicate persistent problems with the technology's fit 

or performance. 

'Account_Age_Months' showed an interesting pattern where both very new and very old accounts had higher churn risks, 

with a sweet spot in the middle where customers were most stable. This mirrors the lifecycle of aquaculture operations, where the 

initial adoption period and later stages of technology use might be the most critical for retention efforts. 

The SHAP analysis also highlighted the compound effect of multiple factors. For instance, a customer with a recent 

decrease in order amount, a high number of support tickets, and low usage percentage might be at particularly high risk of churn. 

This multi-faceted view allows for a more holistic understanding of churn risk, much like how a successful aquaculture operation 

requires the harmonious interplay of multiple factors - water quality, feed management, disease control, and more. 

By providing this granular, feature-level interpretation, the SHAP analysis empowers aquaculture technology providers to 

move beyond broad-stroke retention strategies. Instead, they can craft nuanced, personalized approaches that address the specific 

factors most relevant to each customer's churn risk profile. 
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D. Practical Implementations and Recommendations 

Our analysis of customer churn in the aquaculture technology sector reveals a complex interplay of factors influencing 

customer retention. These insights offer a roadmap for companies seeking to enhance their customer retention strategies in this 

unique and evolving industry. 

At the heart of our findings lies the critical importance of consistent engagement. The strong correlation between usage 

frequency and customer retention underscores a fundamental truth in the technology sector: products that become an integral part 

of a customer's routine are less likely to be abandoned. In the context of aquaculture, where operations often follow cyclical patterns, 

mai Consider the case of a shrimp farmer in Southeast Asia. During peak production seasons, their interaction with technology 

solutions might be frequent and intensive. However, during off-peak periods or between harvests, usage could naturally decline. 

This fluctuation presents a risk of disengagement that, if not addressed, could lead to churn. To mitigate this risk, aquaculture 

technology providers should consider developing features that offer value throughout the entire farming cycle. This could involve 

tools for off-season planning, historical data analysis for optimization, or educational content to keep users engaged and growing 

their skills even during slower periods. 

The significance of customer support interactions in our model offers another crucial insight. The non-linear relationship 

between support interactions and churn risk suggests a delicate balance to be struck. On one hand, proactive, high-quality support 

can enhance the customer experience and demonstrate value. On the other, an excessive need for support might indicate underlying 

issues with the product or its fit for the customer's needs. 

Imagine a scenario where a new user of an automated feeding system frequently contacts support due to calibration issues. 

While the support team's responsiveness might be appreciated, the frequent need for assistance could lead to frustration and, 

ultimately, churn. This situation calls for a two-pronged approach: first, enhancing the product's user-friendliness and self-diagnostic 

capabilities, and second, developing a customer success program that proactively guides users through common challenges, perhaps 

leveraging AI to predict and address potential issues before they arise. 

The importance of product diversity in reducing churn rates points to the value of an integrated ecosystem approach. In the 

aquaculture technology landscape, where operations span from water quality management to harvest prediction, offering a suite of 

interconnected solutions can significantly enhance customer stickiness. A customer using multiple, integrated products is essentially 

more 'invested' in the ecosystem, raising the perceived and actual costs of switching to a competitor. 

For instance, a tilapia farm using a company's water quality sensors, feeding automation system, and data analytics platform 

would find it much more challenging to switch providers compared to a farm using just one of these products. This insight should 

guide product development strategies, encouraging companies to expand their offerings strategically, always with an eye towards 

integration and complementarity. 

Seasonal usage patterns, highlighted in our analysis, reflect the inherent cyclicality of aquaculture operations. This presents 

an opportunity for aquaculture technology providers to align their services more closely with the natural rhythms of their customers' 

businesses. Seasonal features, such as enhanced disease monitoring during high-risk periods or specialized harvest optimization 

tools during peak seasons, could provide timely value that strengthens customer loyalty. 

In implementing these strategies, it's crucial to adopt a data-driven, personalized approach. The same machine learning 

techniques used in this study for churn prediction can be leveraged to tailor retention strategies to individual customer profiles. By 

continuously analyzing usage patterns, engagement levels, and support interactions, companies can create dynamic, responsive 

retention programs that adapt to each customer's evolving needs. 

Ultimately, the goal is to transform the relationship between aquaculture technology providers and their customers from a 

transactional one to a partnership in innovation and growth. By deeply understanding and responding to the unique challenges and 

opportunities in aquaculture, technology providers can position themselves not just as vendors, but as indispensable allies in their 

customers' success. This approach, grounded in data-driven insights and responsive to the sector's unique characteristics, holds the 

key to reducing churn and fostering long-term, mutually beneficial relationships in the aquaculture technology ecosystem.ntaining 

this engagement presents both challenges and opportunities. 
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V. CONCLUSION AND RECOMMENDATION 

As we conclude our journey through the intricate waters of customer churn prediction in the aquaculture technology sector, 

we find ourselves with a wealth of insights that not only illuminate the factors driving customer decisions but also chart a course for 

more effective retention strategies in this unique industry. 

A. Summary of Key Findings 

Our expedition into churn prediction, guided by advanced machine learning techniques, has revealed several crucial 

discoveries: 

1) Model Performance: The XGBoost model emerged as the most effective navigator in predicting customer churn, achieving an 

impressive accuracy of 88%. This performance surpassed both the Logistic Regression and Random Forest models, demonstrating 

the power of advanced ensemble techniques in capturing the complex patterns of customer behavior in the aquaculture technology 

sector. 

2) Critical Churn Factors: Our analysis unearthed key factors influencing customer churn, with the difference between a customer's 

last order amount and their mean order amount ('last_order_Amount_diff_mean') standing out as the most significant predictor. This 

was closely followed by the cumulative number of support tickets ('support_tickets_cum') and changes in order frequency 

('last_order_freq_diff_mean'). These findings underscore the importance of monitoring changes in customer behavior and 

engagement levels. 

3) Nuanced Feature Relationships: The SHAP analysis revealed intricate relationships between features and churn probability. For 

instance, both very low and very high numbers of support tickets were associated with increased churn risk, highlighting the complex 

nature of customer interactions in this sector. 

B. Implications for the Aquaculture Technology Industry 

The insights gleaned from this study have profound implications for how aquaculture technology providers approach 

customer retention: 

1) Proactive Monitoring: The significance of changes in order amounts and frequencies suggests that providers should implement 

systems for early detection of shifts in customer behavior. This could involve setting up alerts for sudden decreases in order values 

or frequencies, allowing for timely intervention. 

2) Optimizing Customer Support: The nuanced relationship between support tickets and churn risk indicates a need for a balanced 

approach to customer support. Providers should strive to ensure adequate support while also working to resolve issues efficiently to 

prevent an excessive accumulation of tickets. 

3) Personalized Engagement Strategies: The varied importance of different features suggests that a one-size-fits-all approach to 

customer retention may be ineffective. Instead, providers should develop personalized engagement strategies based on individual 

customer profiles and risk factors. 

C. Limitations of The Study 

While our study provides valuable insights, it's important to acknowledge its limitations: 

1) Data Constraints: The study relied on historical data from a specific set of aquaculture technology providers. The generalizability 

of findings to the broader industry or different geographical regions may be limited. 

2) Dynamic Industry Landscape: The rapidly evolving nature of the aquaculture technology sector means that the factors influencing 

churn may change over time. Our model captures a snapshot of these dynamics but may require regular updating to remain relevant. 

3) External Factors: Our analysis focused primarily on customer behavior and interaction data. External factors such as market 

conditions, environmental changes, or regulatory shifts, which could influence churn, were not explicitly included in the model. 

D. Recommendations for Future Research 

Based on our findings and recognized limitations, we propose several avenues for future research: 

1) Longitudinal Studies: Conduct long-term studies to track how churn factors evolve over time, particularly in response to industry 

trends and technological advancements. 

2) Integration of External Data: Explore the incorporation of external data sources, such as market prices, weather patterns, or 

regulatory changes, to enhance the predictive power of churn models. 
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3) Cross-Industry Comparison: Investigate how churn dynamics in aquaculture technology compare to those in related fields, such 

as agriculture technology or other IoT-driven industries. 

4) Deep Learning Approaches: Explore the potential of deep learning models, particularly in capturing temporal dependencies in 

customer behavior data. 

E. Final Thoughts 

In the ever-changing seas of the aquaculture technology sector, understanding and predicting customer churn is akin to 

having a sophisticated navigation system. Our study has demonstrated the power of machine learning, particularly the XGBoost 

model, in charting these waters. By leveraging these insights, aquaculture technology providers can craft more effective retention 

strategies, ultimately fostering stronger, more enduring relationships with their customers. 

As we look to the horizon, it's clear that the field of churn prediction in specialized technology sectors like aquaculture is 

ripe for further exploration. By continuing to refine our understanding of customer behavior and leveraging advanced analytical 

techniques, we can contribute to the sustainable growth of this vital industry, ensuring that aquaculture technology providers can 

navigate the challenges of customer retention with increasing confidence and precision. 
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