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ABSTRACT: This study addresses the strategic challenges faced by a company specialising in the manufacture of oil and gas 

equipment. Following organisational restructuring, which involved the dissolution of one business unit and the creation of another, 

the company is navigating complexities in product focus and manpower allocation within the Asia-Pacific region. The research 

problem centres on identifying the top-performing product, determining potential countries for establishing a support base facility 

based on sales performance, and developing a method for forecasting future sales. 

The research involved retrieving and pre-processing historical sales data, then performing a thorough descriptive and predictive 

analysis. The data was partitioned into training and testing sets to facilitate predictive analytics. Several predictive models were 

developed and tested, including neural networks, linear regression, gradient-boosted trees, random forests, and ARIMA methods. 

Tableau Public was utilised for descriptive analytics, whereas RapidMiner Studio was employed for predictive analytics. 

The study's results, derived through both descriptive and predictive analytic methods, reveal critical insights. The Blowout Preventer 

(BOP) emerged as the top-performing product in the Asia-Pacific region. In terms of establishing support base facilities, Malaysia 

was identified as the ideal location for the BOP, while Indonesia was found suitable for the Manifold product group. Furthermore, 

the Random Forest model was determined to be the most effective for forecasting future sales. These findings provide strategic 

guidance for the company in product focus, regional expansion, and resource allocation, contributing significantly to the company's 

decision-making process in a competitive industry. 
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INTRODUCTION 

In recent years, the company underwent significant organisational changes, including the dismissal of its welding department a couple 

of years ago. The welding department was responsible for supporting the fabrication of skids for manifold product. Then the 

company's former general manager redirected the business focus towards surface wellhead and christmas tree equipment, which 

resulted in forming a new department and becoming the engineering centre for surface wellhead products. However, the revenue 

generated from this product line did not exhibit a significant increase. This restructuring is further complicated by challenges in 

strategic focus, particularly in identifying the most suitable product group for focus within the Asia-Pacific region. The other issue is 

that the company is faced with a pressing requirement from customers to extend its operating facility outside of Singapore. The main 

focus of this expansion is the development of support bases facility in these countries. The support bases facility serves multiple 

purposes, including storing spare parts, conducting maintenance, and servicing company’s equipment. This facility enables faster 

delivery and reaction times to support customer ongoing operations. Furthermore, the company currently lacks a scientific method 

for sales forecasting, leading to potential issues such as missed sales opportunities, increased carrying costs, and the accumulation of 

unsold stock. Thus, achieving more accurate sales forecasts is crucial for the company to efficiently allocate resources, plan production 

schedules, and manage supply chain operations. 

This study aims to achieve three key objectives. First, it seeks to identify the top-performing product lines in the region, crucial for 

strategic decision-making and resource allocation. Second, the research aims to pinpoint the most suitable country for establishing a 

support base facility, essential for operational efficiency and market penetration. Lastly, the study focuses on identifying the optimal 

predictive analytics model to forecast future sales. These objectives are designed to enhance the company's strategic and operational 

performance in the Asia-Pacific market.  
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LITERATURE REVIEW 

Data analytics refers to the scientific process of transforming data into insights to facilitate better decision-making (Mariani & Wirtz, 

2023). It encompasses various advanced analytics methods that enhance the intelligence and capabilities of applications through smart 

decision-making in different scenarios (Sarker, 2021). Analytics refers to the use of intelligent data, learner-produced data, and 

analysis models to discover information and connections and to predict and advise on learning (Ferguson, 2012). This definition 

emphasises the use of data and analysis models to gain insights and make predictions in making better decision. This also highlights 

the role of analytics in uncovering patterns within data, which is essential for both descriptive and predictive analytics. Data analytics 

consists of both descriptive and predictive analytics. 

A. Descriptive Analytics 

Descriptive analytics involves the exploration and interpretation of historical data to understand patterns and trends. It provides 

insights into what has happened in the past and helps in summarising and interpreting data to make it understandable. 

B. Predictive Analytics 

Predictive analysis, known as predictive modeling or data mining, is a method for analysing historical data and predicting future 

outcomes. It entails the application of statistical algorithms and machine learning techniques to identify patterns, trends, and 

relationships in the data (Wisesa et al., 2020). Predictive analysis can be applied to sales data to forecast future sales based on factors 

such as customer behavior, market conditions, and promotional strategies (Chong et al., 2016). 

C. Data-Driven Decision Making 

The combined use of descriptive analysis, predictive analysis, sales data, and sales forecasting enables companies to make data-driven 

decisions and improve sales performance. By leveraging historical sales data and applying predictive analysis techniques, businesses 

can generate accurate sales forecasts, which inform decision-making and drive business strategies (Wang & Aviles, 2023). This 

progressive process enables businesses to adapt to varying market conditions, optimize resource allocation, and increase overall sales 

performance (Blanco-Mesa et al., 2018). 

D. Executive Dashboard 

An executive dashboard is a data-driven tool that executive management uses to track, examine, and visualise key performance 

indicators and important business metrics. There are different types of dashboards, including strategic, tactical, and operational 

dashboards, each serving different functions and targeted towards various users (Buttiġieġ et al., 2017). 

E. Sales Forecasting by Predictive Model 

Sales forecasting is the process of predicting future sales based on historical data, market trends, customer behaviour, and other 

relevant factors (Trento et al., 2021). It offers invaluable insights for decision-making, including production planning, inventory 

management, pricing strategies, and resource allocation (Silva et al., 2021). Accurate sales forecasting is essential for effective 

decision-making and can help businesses optimize their operations and maximize profitability (Rodrigues, 2021).  

Pavlyshenko (2019) investigates the application of machine learning models for predictive sales analytics. The study examines various 

approaches and case studies. The findings indicate that the use of advanced predictive analytics models has shown promising results 

in improving the accuracy of sales forecasting, especially in time series analysis (Pavlyshenko, 2019; Li & Zhang, 2022). The 

integration of predictive analytic methods in time series forecasting has significantly enhanced the accuracy and reliability of sales 

predictions, offering valuable insights for strategic decision-making in various business domains. 

F. Previous Study on Predictive Analytics for Forecasting 

In the business and analytics, sales forecasting stands as a critical area of study, especially in the context of predictive analytics. The 

following Table I tabulates the research studies that have been conducted in this field.  

These studies encompass a range of methodologies, models, and tools used in predictive analytics, each contributing to the evolving 

understanding of sales forecasting. The study highlights the model they used, its implementation, and the implications of their work 

in the practical domain of forecasting. 
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Table I. Previous Study on Forecasting by Predictive Analytics 

 
 

A brief comparison of the predictive models utilised in this research is presented in Table II This table outlines the characteristics and 

differences of each model, providing a clear overview of their respective functionalities and applications within the study. 

 

Table i. Brief Comparison of Predictive Model Characteristics 

 

G. Conceptual Framework 

The conceptual framework for this research, as shown in Figure I, establishes the foundation for the study by defining key concepts, 

theories, and relationships between variables. A diagram showing all concepts or models that will be employed to solve the business 

issue. 
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Figure I. Conceptual Framework 

 

RESEARCH METHODOLOGY 

In this research, the company employs an ERP system named Infor ERP SyteLine Version 8.02 for recording its business transactions. 

The essential data for this study is the historical sales data, extracted from two specific modules within SyteLine: “Customer Order” 

and “Customer Order Lines.” The Customer Order module captures the aggregate value of orders placed by customers per purchase 

order, while the Customer Order Line module details the individual items and pricing derived from the Customer Order module. The 

dataset selected for this research encompasses sales data spanning from 2017 to 2023. The "Customer Order" module contributed a 

total of 1,321 data entries, each record comprising 30 distinct fields. In parallel, the "Customer Order Lines" module provided a more 

extensive dataset with 12,391 individual records, each encompassing 64 fields. 

The data collected from these modules are subsequently consolidated into a singular dataset. This initial dataset then undergoes a 

series of preprocessing steps. These steps encompass cleaning the data, addressing missing values, and selecting relevant fields, 

thereby ensuring the data's readiness for further analysis. After the merger, a thorough process of data cleansing was carried out, 

specifically targeting the filtration and removal of entries that contained missing values. The extensive process of data cleaning led 

to a cleaned dataset consisting of 9,627 records and 22 fields, hence improving the integrity and dependability of a subsequent study. 

The chosen methodology for analysing historical sales records in this study is data analytics. This scientific methodology effectively 

transforms data into substantial insights, which eventually improves decision-making processes. Data analytics comprises two 

fundamental components: descriptive analytics and predictive analytics.  

Descriptive analytics looks into historical data to identify patterns and trends. It enhances comprehension of historical events by 

summarising and analysing data, making it understandable. By employing data aggregation and data mining approaches, descriptive 

analytics offers valuable insights into past trends, with emphasis on answering the question "What has occurred?".  

Predictive analytics, conversely, employs machine learning algorithms to analyse both present and historical data for predicting future 

events or behaviours. It is aimed at forecasting future trends and behaviours by recognizing patterns in data. Employing methods such 

as neural network, linear regression, gradient boosted trees and random forest, predictive analytics seek to answer, "What is likely to 

happen?". 

 

RESULTS AND DISCUSSION 

In this study, data visualisation was performed using an online interactive data visualisation tool specifically designed with a focus 

on business data analytics. The capability of this tool is crucial in helping individuals and organisations become more data-driven, 

allowing for a more detailed and efficient analysis of complex information. This software is essential for visually representing 

analytical findings, which improves the clarity and impact of the research. 
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The primary purpose of utilising this visualisation tool in the study was to generate a comprehensive Executive Sales Overview 

Dashboard using the datasets. This interactive dashboard was specifically created to offer the company's management a clearer picture 

and extensive insights into sales performance. Figure II demonstrates that the Executive Sales Overview Dashboard consists of seven 

separate graphs or visualisations, each contributing to a comprehensive understanding of the sales dynamics. This interactive 

visualisation tool is essential for management to analyse extensive data patterns and make well-informed decisions by examining 

graphical representations of sales trends and metrics. The Executive Sales Overview Dashboard also features interactive tooltips that 

display detailed information and visualisations upon cursor hover. 

 

 
Figure II. Executive Sales Overview Dashboard 

 

The initial visualisation presented in the Executive Sales Overview Dashboard is the Yearly Sales chart. This graphic is important for 

demonstrating the yearly sales trends. The data, covering the period from 2017 to 2023, clearly illustrates a consistent trend of 

increasing sales throughout these years. The bar chart accurately captures and represents the increasing trend in the sales figures. The 

second chart in the dashboard is the Monthly Sales chart. This chart provides an insightful view of sales booking patterns over the 

years. It effectively highlights consistent spikes in sales data, particularly noticeable in certain months. The analysis reveals that these 

sales peaks typically occur in May, June, August, September, and December. This pattern of sales fluctuations is crucial for 

understanding the seasonal or periodic trends in the company's sales activities, thereby offering valuable insights for strategic planning 

and decision-making. The next visualisation in the sequence focuses on analysing sales by country. This analysis utilises two different 

types of visual representation: a geographical map and a bar chart. The visualisations clearly show the geographic distribution of 

sales, accurately identifying the main countries where the company's products are mostly sold. Based on this data, it is clear that 
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Indonesia is the primary recipient of these products, with Malaysia closely following. The fifth visualisation in the series is the 'Sales 

by Product Group' chart, which is displayed as a bar chart. This chart provides a concise overview of the product categories that have 

recorded the highest levels of sales from 2017 to 2023. The data unmistakably shows that the BOP, Spare Parts, and Manifold have 

been the top-selling products over this time period. This bar chart is essential for illustrating the product preferences within the sales 

portfolio, offering a distinct indication of customer demand trends and product popularity over the observed period. Following in the 

sequence of visualisations is the Sales by Customer analysis. This visualisation employs a tree map layout, where the size of each box 

correlates directly with the sales volume associated with each customer. Larger boxes within the chart indicate a higher volume of 

purchases made by those customers. This form of representation effectively demonstrates the varying levels of sales contributions 

across different customers, highlighting key clients who significantly contribute to the company's sales revenues. Such a visualisation 

is instrumental in identifying major clients and understanding customer-based sales distribution. The last visualisation focuses on the 

sales professionals who are in charge of handling particular sales orders. This chart serves as an important tool for management, as it 

simplifies the process of identifying and evaluating the workload and performance of every sales representative. The chart illustrates 

the distribution of sales orders among the individuals, offering clear insights into individual contributions and efficiency within the 

sales team. 

The BOP, Spare Parts, and Manifold were the three best-selling products from 2017 to 2023, according to observations. Further 

analysis focuses on the last three years: 2021, 2022, and 2023. This refined analysis also indicates that the BOP remains the top-

selling product. Manifold, however, has moved up to the second spot in this more recent period, ahead of Spare Parts. The analysis 

also enables identification of the primary countries where the BOP was most utilised during the period from 2021 to 2023. The 

findings indicate that Malaysia was the leading country in terms of BOP usage, followed closely by Indonesia. This geographical 

distribution of product usage provides valuable insights into market penetration and regional preferences for the BOP product, 

highlighting key areas of focus for future business strategies and market development initiatives. When the filter is set to Indonesia, 

the targeted analysis reveals that in Indonesia, Manifold emerges as the top-performing product, followed by the BOP. Conversely, a 

different outcome is observed when the filter is applied to Malaysia. In the Malaysian market, the BOP is identified as the top-selling 

product, with Spare Parts following in terms of sales volume. These variations in product performance across different countries 

underscore the importance of regional market dynamics and customer preferences in shaping sales trends. 

This study integrates predictive analysis to perform sales forecasting using well-acknowledged open-source software designed for 

data mining and comprehensive data analysis. The extensive features of this software enable detailed predictive modelling, which is 

crucial for predicting future sales trends using previous data patterns and variables. Partitioning the dataset into training and testing 

sets is a fundamental aspect of data preprocessing, especially relevant in the context of this research, where the dataset comprises 

historical sales data and thus is categorised as a time-series dataset. The division of the dataset was conducted in a chronological 

manner: the training set encompasses all data records from the years 2017 to 2022, while the testing set includes the data records from 

the year 2023, as illustrated in Figure III. 

 

 
Figure III. Data Training and Data Test 

 

This study involves the processing of data using five different predictive analytics techniques: Neural Networks, Linear Regression, 

Gradient-Boosted Trees, and Random Forest. For each of these methodologies, five separate models have been developed. These 

models, tailored to their respective analytical methods, are detailed in Table III below. This approach of employing multiple models 

per method allows for a comprehensive exploration of the predictive capabilities of each technique, thereby enhancing the depth and 

breadth of the analysis. 
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Table ii. Model Parameter 

 
 

Upon the completion of processes for all five variations of the Neural Network models, it was established that Neural Net Model 4 

achieved the most favourable results in terms of prediction accuracy. This particular model, distinguished by its configuration with 

four hidden layers, 300 training cycles, and a learning rate of 0.01, demonstrated the lowest values in Root Mean Square Error (RMSE) 

and Mean Absolute Error (AE), recorded at 30,871.04 and 6,203.809, respectively. In the case of the Linear Regression models, 

despite variations in parameters, all models yielded identical results. The RMSE for each model stood at 30,847.781, and the MAE 

was recorded at 5,852.623. These consistent outcomes across different parameter settings highlight the stability of the Linear 

Regression approach in this context. In the Gradient-Boosted Tress methodology, the lowest values of RMSE and MAE were achieved 

by Model 4, registering an RMSE of 30,297.012 and a MAE of 4,485.585. The parameters defining Model 4 include a configuration 

of 100 trees, a maximal depth of 10, and a learning rate of 0.1. Within this forecasting methodology, Model 5 emerged as the most 

accurate, achieving the lowest RMSE and MAE among its counterparts. The RMSE recorded was 30,140.55, and the AE stood at 

4,306.051. The defining parameters of Model 5 comprised a configuration of 200 trees, the least square criterion as the decision-

making criterion, and a maximal depth of 10. The RMSE and MAE of the Autoregressive Integrated Moving Average (ARIMA) 

model are higher compared to other methods, with Model 1 achieving the most favourable results, an RMSE of 81,097.958 and a 

MAE of 54,752.641, indicating a variance in predictive accuracy relative to other modelling techniques in this study. 

Upon completing the data processing for all models with various variables, a comparative evaluation was conducted based on the 

RMSE and MAE scores. Table IV comprehensively presents the RMSE and MAE scores for each model. It showed similar RMSE 

and MAE scores for Neural Networks, Linear Regression, Gradient-Boosted Trees, and Random Forest, while the ARIMA method 

exhibited notably higher scores compared to these methods. It was also observed that the best RMSE and AE scores were achieved 

by the Random Forest method, Model 5, with an RMSE of 30,140.55 and a MAE of 4,306.51. The result of all the predictive models 

used in this research for sales forecasting is graphically depicted in Figure IV. 
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Table iii. Comprehensive Result of RMSE and MAE 

 
 

The Executive Sales Overview Dashboard provides insights into the business issue of identifying the top-performing product of the 

company in the Asia-Pacific region. Analysis from the last three years indicates that the BOP leads in performance, followed by 

Manifold and Spare Parts. This outcome not only highlights BOP as one of the company's strongest products but also suggests strategic 

directions for the company. Focusing more on BOP, such as establishing a dedicated service facility for this product—a plan 

previously considered but not executed—or forming a specialised support team in Asia, could enhance operational efficiency. This 

approach would reduce reliance on the Houston team and enable swifter responses in the Asia-Pacific market.  

In addressing the strategic decision of where to establish a support base, insights can be obtained from the Executive Sales Overview 

Dashboard as well. This involves identifying the countries where the company's products, particularly the BOP, are most in demand. 

The dashboard's visualisations indicate that Malaysia is the leading market for BOP, suggesting it as a potential location for a support 

base dedicated to this product. Conversely, when considering overall sales, Indonesia emerges as the top destination for the company's 

products, with Manifold being the most popular. Therefore, Indonesia also presents itself as a viable option for establishing a support 

base, with a focus on Manifold products. This analysis aids in strategic planning for geographical expansion and resource allocation. 
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Figure IV. Predictive Model Results 

 

The presence of outliers has the potential to impact the accuracy of forecasting models. Nevertheless, in this research, the focus was 

restricted to exploring approaches for handling these outliers, specifically the discussion of whether to remove them or apply 

alternative treatments without excluding them from the dataset. The outliers within this research are identified in Figure V with green 

dots. The presence of outliers in this study is attributed to instances of exceptionally high sales volumes on specific dates, often 

resulting from securing substantial tender values or due to significant discounts offered, as indicated by negative sales values. 

 

 
Figure V. Outliers 

 

To resolve the concerns raised by the sales team regarding forecasting methods, the application of predictive analytics can be utilised 

to project future sales. Based on the analysis conducted in the preceding section, the Random Forest model emerges as the most 

effective predictive approach. 
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CONCLUSION 

The top-performing product in the Asia-Pacific region is Blowout Preventer (BOP), which has the highest sales volume among the 

other products. Following the BOP in sales performance are the Spare Parts and Manifold product groups. Overall, the country that 

utilises the company's products most is Indonesia, followed by Malaysia. The BOP, as the top-performing product, is used the most 

in Malaysia. While in Indonesia, the top-selling product is the Manifold. Consequently, this suggests that Malaysia presents a strategic 

opportunity for establishing a support-based facility focused on the BOP, while Indonesia offers potential for a facility focused on the 

Manifold product group. The best predictive analytics model for forecasting future sales at MAX Singapore Pte Ltd is identified as 

the Random Forest model. This model is distinguished by achieving the lowest scores among the others in Root Mean Square Error 

(RMSE) and Mean Absolute Error (MAE). 
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