Detection and Classification of Gastrointestinal Diseases by using Machine Learning: A Review
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ABSTRACT: Currently, gastrointestinal diseases claim the lives of up to two million people worldwide. GI disease treatment can be challenging, time-consuming, and expensive. One of the most recent advancements in medical imaging is the use of video endoscopy to diagnose gastrointestinal illnesses such as stomach ulcers, bleeding, and polyps. Doctors require a lot of time to review all the images produced by medical video endoscopy since there are so many of them. This makes manual diagnosis difficult and has encouraged research into computer-aided approaches to diagnose all of the generated images quickly and accurately. The innovative aspect of the suggested methodology is the creation of a system for the diagnosis of digestive disorders. Machine learning techniques have the potential to significantly lower the cost of examination procedures while increasing the accuracy and speed of diagnosis. This paper describes a method for classifying GI illnesses using machine learning techniques.
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1. INTRODUCTION

One of the most prevalent diseases in humans, gastrointestinal (GI) disease causes one of the most significant healthcare issues. It can be classified as benign GI disorders, precancerous lesions, early GI cancer, and advanced GI cancer depending on the degree of the lesion. In the short term, benign GI conditions including ulcers, gastritis, and bleedings won't turn into cancer. If not identified and treated in a timely manner, precancerous GI lesions may progress into early GI cancer or even advanced GI cancer [1].

Detection and recognition of gastrointestinal (GI) tract infections in medical image processing are currently active research areas [2]. In the majority of cases, gastrointestinal polyps are thought to be the early stages of cancer development. Thus, early polyp discovery and removal can lessen the likelihood of malignancy. In actuality, stomach and colonic mucosal polyps are aberrant growths of tissue. The majority of the time, before they reach a considerable size, this growth is a leisurely process without any symptoms. However, if polyps could be detected early on, cancer may be prevented and treated [3].

As the third most common cause of cancer-related fatalities globally, gastric cancer is typically detected at an advanced stage and is not amenable to curative resection [4]. The 5-year survival rate of this cancer, however, surpasses 95% if (GC) can be detected and subsequently treated effectively at an early stage [5]. A routine method for checking a patient's gastrointestinal (GI) tract for potential problems, such as cancer, ulcers, and bleeding, is video endoscopy [6]. The examination of the digestive system (through an endoscope) is a time-consuming and laborious task for medical professionals. In actuality, video endoscopy produces a substantial amount of frames, which are then carefully reviewed by a gastroenterologist [7].

When screening a large number of patients, an automated vision-based system can be useful in finding cancerous frames throughout all video frames, saving time for the medical professionals [8]. In a computer-aided diagnosis system, the extraction of significant characteristics from medical images is a crucial step for the detection of anomalies [9].

Currently, video endoscopy is a crucial tool for the diagnosis and treatment of various diseases; however, when performing endoscopic examinations, some lesions are not visible to the naked eye; therefore, when observed in specific shades of color using Color filters, the image provides valuable information to medical specialists in endoscopy for the more accurate detection of lesions and diseases of the internal cavities [10]. There are video endoscopy systems that identify and display the images that are in focus using approaches based on edges and clusters, enhancing the conditions for the specialist to make better decisions. By utilizing chromatic filters, those are able to display images in various color shades, providing endoscopy specialists with invaluable information for the detection of tumors and disorders in internal cavities [11]. Currently, upper digestive endoscopy (UDE) is the most crucial operation to assess and diagnose...
stomach cancer and take biopsy samples. It is a vital tool for the identification and treatment of various disorders. Novice endoscopists may not be able to accurately evaluate the whole mucosa during UDE. Blind spots are the hidden regions that could conceal future neoplastic lesions. However, the capable AI system could be able to get beyond this obstacle and perhaps improve the quality of UDE [12].

Despite the fact that there are few or no studies in Iraq focused on using machine learning (ML) to diagnose gastrointestinal disorders, these conditions constitute a serious hazard to human health. For instance, according to [13], the intestinal metaplasia and mucosal atrophy brought on by the helicobacter pylori (HP) infection of the gastric mucosa both enhance the risk of gastric cancer. Therefore, the purpose of this review was to evaluate the whether the performance of a ML-based AI for detecting early gastric diseases is better than that of endoscopists based on endoscopic video images.

2. COMPUTER – AIDED DETECTION / DIAGNOSE
The computer-based approach known as computer-aided detection (CADe) or computer-aided diagnosis (CADx) in the field of medical imaging aids doctors in making judgments quickly [14, 15]. Medical imaging is concerned with information in images that doctors and medical professionals must quickly assess and analyze for irregularity. In the medical field, imaging analysis is a very important activity because imaging is a fundamental tool for early disease diagnosis, but image acquisition does not harm the human body. Imaging methods like MRI, X-ray, endoscope, ultrasound, etc., when obtained with high energy will produce good-quality images but they will hurt the human body; as a result, images are taken with low energy, which results in images with poor quality and little contrast. CAD systems are used to enhance the image quality, which aids in appropriately interpreting medical imaging and processing the images to highlight the portions that stand out [16]. A variety of principles from artificial intelligence (AI), computer vision, and medical image processing are all included in the technology known as CAD. Finding abnormalities in the human body is the primary application of CAD technology. The most common use of these is tumor detection because, if missed during routine screening, it can result in cancer [17].

One of the most significant issues in the field of image recognition is the classification of medical images into several groups in order to assist physicians in the diagnosis of disease or in further research. In general, there are two processes in the classification of medical images. Extraction of useful features from the image is the initial stage. The next stage is to create classification models for the dataset of images using the features. [18].

The identification of GI disease and the fast, effective, and secure excision of lesions can be aided by the automatic classification of GI diseases utilizing CAD [19]. Four stages may be distinguished in the combined CAD system's operation during a clinical image examination: image pre-processing, segmentation, feature extraction / selection, and classification of lesions.

Computer-aided diagnostic (CAD) systems that automatically select, identify, and classify lesion images and give doctors an unaltered point of reference have been created to increase efficiency and diagnosis accuracy. These CAD technologies could not only reduce the load on physicians but also increase the effectiveness of diagnostic procedures [20].

3. RELATED WORKS
Behir et al. (2016) [21] assessed the effectiveness of nine visual features for ulcer detection in WCE video frames, including local binary patterns, CIE lab color histograms, curvelet transforms, chromaticity moments color, scalable color descriptors, color coherence vectors, homogeneous texture descriptors, YCbCr color histograms, and HSV (hue, saturation, and intensity value) color histograms. Utilizing SVM, they reported 96% accuracy.

Automated feature extraction was performed by Jia and Meng (2016) [22] using a CNN architecture, and the retrieved features were subsequently utilized to train an SVM to recognize inflammatory gastrointestinal illness in WCE videos. Accuracy levels in this study reached up to 90%.

Wimmer et al. (2016) [23] trained a CNN using various filter dimensions, layers, and layer counts to identify celiac disease, They united SVM and CNN. And the performance that was most successful was 97%.

A color feature-based automated method of identifying bleeding from WCE frames was proposed by Suman et al. in 2017 [24]. The system being discussed involves use of statistical color feature analysis and an SVM classifier for classification. The test results show that the proposed methodology is beneficial since it provides higher accuracy when compared to current methods. Combining the selection of statistical color features with the 97.67% accurate SVM of the RBF kernel function.
The effectiveness of various visual descriptors for the detection of ulcers utilizing WCE (Wireless Capsule Endoscopy) frames was compared by Bchir et al. in 2018 [25]. The goal of this research was to identify which visual description more accurately detects gastrointestinal ulcers and portrays WCE frames. SVM classifiers were combined with a variety of visual descriptors during the studies. The authors used an LBP descriptor together with an SVM classifier to reach a maximum accuracy of 98.85%.

In training, Kanesaka et al. (2018) [26] identified 66 abnormal conditions out of 126 images, and in testing, they identified 61 abnormalities out of 81 images. Additionally, the study used a Support Vector Machine (SVM) with 96.3% accuracy, 96.7% sensitivity, and 95% specificity to identify early gastric cancer. Comparing this outcome to works that used CNN, which typically show between 85% and 93.8% accuracy, is pretty impressive.

Takiyama et al. (2018) [27] looked at stomach cancer. In order to identify the anatomic multi-location of the disease, Location-specific accuracy for stomach cancer detection was determined to be 90% and Area Under Curve (AUC) of 0.99, a sensitivity of 96.9%, and a specificity of 98.5%.


A novel method based on the fusion of deep CNN and geometrical functions was proposed by Sharif et al. in 2019[29]. Using a novel technique called improved contrast color features, the illness regions are initially retrieved from the supplied WCE images. The segmented illness region served as the source for the geometric features. The deep CNN functions VGG16 and VGG19 were then uniquely combined based on the Euclidean Fisher Vector. Utilizing the conditional entropy technique, the best features are selected by combining the geometric and unique features. The chosen features were categorized using K-Nearest Neighbor (kNN).

A privately produced collection of 5500 WCE photos was utilized to evaluate the recommended approach, and the results showed classification accuracy of 99.42% and precision rate of 99.51%. However, the authors were only able to classify the data into three categories: ulcers, bleeding, and health.

Souaidi et al. (2019)[30] developed a method for identifying ulcers using many scales. The full pyramids of LBP and Laplacian, for example, were retrieved by the authors and then categorized using SVM. On two WCE datasets, they tested the system, and they discovered that it had accuracy levels of 95.11% and 93.88% respectively.

4. ARTIFICIAL INTELLIGENT

Artificial intelligence (AI) algorithms began to develop as a result of the constant advancements in information technology and their effects on every aspect of our lives. This was due to the demand for better machine performance. Human brain performance can be impacted by weariness, stress, and lack of experience, unlike that of computers.

Artificial intelligence (AI) technology would make up for human limitations, prevent human errors, allow machines some trustworthy autonomy, and boost productivity and efficiency at work. Therefore, AI may be the greatest choice when looking for a quick and trustworthy assistant to handle the steadily increasing number of patients. Gastrointestinal (GI) endoscopy could benefit greatly from the use of AI technology. It can lower inter-operator variability, improve diagnosis accuracy, and support making prompt, accurate therapy decisions. AI would also speed up, lower the cost, and simplify endoscopic treatments.[31] The classification of gastrointestinal disorders has been the subject of numerous studies, all of which aim to significantly advance the accurate diagnosis and treatment of gastrointestinal disorders. The bulk of research studies, however, sought to categorize a very small number of gastrointestinal illnesses in a particular area of the human gastrointestinal system. Several studies, thus, utilized limited data [32].

Artificial intelligence (AI) is fundamentally a technique that uses mathematics and statistics to learn human thought patterns and transmit human experience. The three main pillars of AI are algorithm iteration, increasing data, and advancing computing power. AI is a subset of machine learning (ML)[33], and deep learning is a subset of ML to actualize ML[34], where several algorithms are organized together in intricate layers. Computer-aided diagnostic (CAD) systems use deep learning and machine learning to evaluate medical images[35].
5. MACHINE LEARNING

A branch of artificial intelligence known as machine learning (ML) automates decision-making with little to no human involvement by learning from data by spotting patterns [36]. The ability of a machine learning (ML) model to independently adapt, learn from prior calculations, and generate accurate results when repeatedly exposed to fresh datasets is its most crucial quality. The two key elements are (i) utilizing Computer Aided Design (CAD) and Machine Learning (ML) approaches, doctors can quickly evaluate medical images. and (ii) algorithms used for difficult jobs like CT scan with segmentation [37].

Traditional ML models operated on structured datasets with predetermined methodologies for each step; if a step was skipped, the model fails. It is crucial for ML and DL algorithms to evaluate the quality of the data they employ [38]. New algorithms, however, adjust data omission based on the algorithm’s need for robustness [39]. As effective classifier and grouping algorithms, machine learning techniques are frequently applied in the field of medical imaging research [40]. Support vector machines and clustering techniques like k-nearest neighbor (k-NN) are the best classifiers currently being employed [41].

Artificial Intelligence (AI) and machine learning (ML) have advanced significantly in recent years. In the fields of medical image processing, computer-aided diagnosis, image interpretation, image fusion, image registration, image segmentation, image retrieval, and image analysis, machine learning and artificial intelligence have played significant roles.

ML collects information from the images and efficiently and effectively represents the information. Together, ML and AI can detect diseases, estimate their risks accurately and quickly, and take timely preventative measures. These methods help medical professionals and researchers better understand how to identify the common changes that cause disease. These methods consist of traditional, non-learning algorithms like Support Vector Machines (SVM), Neural Networks (NN), and KNN, among others.

5.1 Machine Learning Applications

Machine learning systems are not like thermometers, which accurately measure temperature using physical laws that apply to all objects, nor are they like skilled physicians, who can elegantly adjust to changing conditions. Instead, these systems should be seen as a set of guidelines that can function properly in one Center but completely fall apart in another. These guidelines were developed to operate in specific situations and rely on specific assumptions [42]. As a result, ML infiltrated numerous life-related joints to fulfill goals quickly and precisely, as shown in figure (1).
There are numerous applications in pharmaceuticals and medicine for the use of machine learning in the medical industry, including:
1. Recognizing Illnesses and Making Diagnoses
2. Drug Development and Production
3. Diagnostic Medical Imaging
4. Individualized Healthcare
5. Behavioral modification based on machine learning
6. Smart Health Records
7. Clinical trials and research
8. Data collection from the general public
9. Improved Radiotherapy
10. Forecast for an outbreak

5.2 Machine Learning types

With the incorporation of artificial intelligence, more notably machine learning, information technology improvements in healthcare have significantly impacted these developments. Machine learning algorithms will be used more frequently in the medical area due to the ongoing growth and complexity of data [43]. The study of algorithms and statistical models that are utilized to carry out a certain task without explicit instructions is known as machine learning [44]. A set of data with inputs and the desired output is used by machine learning algorithms to create a mathematical model [45]. Machine learning models can be categorized into one of three primary groups fall under Figure (2).

![Machine Learning Types Diagram]

Figure (2): Machine Learning Types

1. **Supervised learning**

The training data used by conventional supervised learning algorithms contains labels that indicate the desired output for each corresponding input. The field's most widespread and well-established technique of education is this one. Classification and regression are two categories of supervised learning techniques [46]. Choosing a random sample of the data, selecting an algorithm, training the model, and then assessing the model produced are some common techniques [47]. There are a variety of algorithms from which to pick. One approach is to use a variety of pertinent algorithms to train the model, and then use the confusion matrix and receiver operating curve (ROC) to assess how well it performed [48]. A final model is created by an iterative procedure. To provide the model the most amount of predictive power, the optimum method with the combination of parameters is chosen.16 To reduce the amount of time and computational effort required for hyper parameter tweaking, some methodology articles have provided default values for certain parameters [49].

2. **Unsupervised Learning**

Unsupervised learning refers to a machine learning procedure that can forecast knowledge. There are no predetermined target values because there are no real data provided. The phrase "learning without a teacher” is another name for this method. Clustering is a
well-known use of unsupervised learning. In order to classify the input values according to frequent patterns, clustering looks for similarities in the input values [50].

3. Reinforcement Learning
A kind of machine learning and a real-world application is reinforcement learning. To get at some decisions, a series of models is created. The system acts and then receives input in response to that activity. Based on the input, the decisions and subsequent actions are updated. This artificially intelligent system begins off by making mistakes, and it then learns from the input it receives. The feedback is taken into account as subsequent judgments and actions are changed until the system responds favorably. When many machine learning algorithms are creatively integrated and arranged to make various judgments, receive regular feedback, adjust the decisions, and experiment on various decision spaces until the final decisions are optimal based on the results [51]. The decision-making process in healthcare is not linear, thus a variety of considerations must be taken into account. A decision support system can be created using reinforcement learning to offer treatment suggestions to the doctors. Adopting reinforcement learning in the healthcare industry presents a number of difficulties, including assessing the decision made by the system and selecting the reward to change the decision and action. Understanding disease dynamics and contextually establishing the causal links between the pertinent factor and the outcome are also necessary for this approach [52].

6. CLASSIFICATION
The difficulty of identifying items in a group into various categories is known as classification. The classification objective is to correctly predict the target class for each sample of the data. In machine learning, classification has been regarded as one of the examples of supervised learning, which is learning where a training set of observations that have been correctly identified is available. Two steps are used to illustrate it: the Learning step and the Classification step. A variety of methods have been used to develop the classifier through learning the training set that is accessible in the learning step (training phase), which is where the construction of the classification model is done. In order for the model to correctly anticipate outcomes, it must be trained. To categorize the testing data and determine the classification rule precision, which is based on labels for specified classes, a model is utilized in the classification stage [53].

Each component of the dataset is classified using a machine learning model into one of the specified classifications [54]. These classifiers operate concurrently and create several models using the training dataset [55]. Classification methods are tested on the dataset for the classification of gastrointestinal illnesses. Three different categorization algorithm types are highlighted in this research.

6.1 Support Vector Machine
Every programmer and machine learning specialist should be knowledgeable about the Support Vector Machine (SVM), a significant, uncomplicated supervised learning technique. It can be applied to tasks involving classification and regression. The Support Vector Machine technique seeks out a hyper plane in an N-dimensional space that clearly divides data points, but it is primarily employed for classification reasons. [56].

Based on statistical learning theory, the Support Vector Machines classifier (SVM) is a learning model used to separate two classes. SVM addresses classification, learning, and prediction issues [57]. Finding the hyper-plane that provides the greatest degree of separation between the two classes is the main classification approach employed by SVM. In SVM, the hyper-plane is often constructed using a set of data called the training dataset, and its generalizability is verified using a separate subset known as the testing dataset [58].

Support vector machines are used to find a hyperplane line that most evenly splits the positive and negative data [59]. The support vector machine (SVM) seeks a hyperplane in the Multidimensional Features space that efficiently classifies data points [60].

There are two types of separation methods: linear separation and non-linear separation.

a- Linear separation or linear SVMs
The simplest SVM instances are those where the classes can be separated linearly. In these cases, all that has to be done is to maximize the classifier margin in order to choose a suitable separating hyperplane.

b- Nonlinear separation or nonlinear SVMs:
Since classes in real SVM applications cannot be separated linearly, we are using nonlinear SVM to get around this issue. Specifically, we are applying a nonlinear transformation to the data to change dimensions and quickly find a hyperplane classification in this new space. We are also giving the classifier more latitude to correctly classify the points even if they are initially points on the incorrect side of the initial hyperplane (nonseparable categories).

An SVM's generalizability and convergence are key factors in its success [61]. Numerous additional effective classification methods exist in addition to SVMs, including the KNN algorithm [62, 63], Bayesian networks [64, 65], Random Forest, artificial neural networks [66, 67], and decision trees [68].

### 6.2 Random Forest

The Random Forest Classifier (RF) may classify and analyze data in a variety of ways. It also provides a method for missing value estimation. It is also resistant to noise and training data reduction. A multi-decision tree is created by a community classifier known as a (RF) employing a number of different variables [69]. According to Reis et al. (2018)[70], Random Forest is a classifier that consists of a number of classifiers with a tree-like structure, identically distributed independent random vectors, and each tree that casts a unit vote for the most popular class at input x. An upper bound is extracted for Random Forests to get the generalization error in terms of two parameters, Exactitude and interdependence of individual classifiers. This generalization error is expressed in terms of two parameters, Exactitude and interdependence of individual classifiers (71).

### 6.3 K-Nearest Neighbor’s Algorithm (KNN)

KNN is one of many machine-learning methods that are classified as non-parametric, which means that the dataset determines the model’s structure and the sample data distribution has no presumptions. One of the most straightforward and basic data mining approaches is KNN, often known as memory-based classification because the training samples must be kept in memory while the algorithm is running [72].

KNN's goals are to analyze a dataset that categorizes vectors into distinct classes and to identify the categorization of fresh data points by applying prediction techniques. KNN employs a database of data points divided into several classes with the goal of predicting the classification of a fresh sample point [73], defying conventional theoretical presumptions (as with linear regression models).

The KNN algorithm, which is utilized for classification and is part of the supervised machine learning approach [74], is one algorithm that can be used for prediction. The KNN algorithm operates by classifying the attributes that are closest to each other in the training set [75].

The ease of implementation and interpretation of this straightforward prediction method is well known [76]. Setting numerous parameters is not necessary for this model. The more predictor variables there are, the slower this method becomes. The outcome is categorized in accordance with the majority decision of the close-by data points [77].

### CONCLUSION

Modern machine learning techniques are quite resilient to real-world situations, and the learning process actually benefits from the forced removal of some data. Machine learning systems will do jobs that were once thought to be exclusive to humans due to the rapid rate of technological breakthroughs. Endoscopy is currently utilizing machine learning, and in the near future, these applications are likely to expand quickly. In order to ensure that patients receive the best care possible, it is crucial that we engage in this field of study because the application of machine learning in endoscopy has significant implications for the practice of medicine. Understanding the characteristics of machine learning technologies is essential to guaranteeing their safest and most efficient application.
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