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ABSTRACT: Visual object detection is an artificial intelligence technique that locates specific objects from images, which is of 

great significance for practical applications. However, training general object detection models require many manually annotated 

images, bringing more labour and time cost. In order to improve the adaptability of the object detection model to the data 

environment changes, this paper proposes a self-learning object detection system based on high-reliability sample mining. We first 

train a SampleNet that can better mine reliable training samples from unlabeled data. We then use the combination of SampleNet 

and the basic object detection model to build a complementary residual training framework, continuously improving the sample 

mining ability and object detection tasks during the training process. The experimental results show that SampleNet can stably 

provide reliable pseudo samples for model training, and the complementary residual training framework improves the performance 

of basic object detection tasks. 
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I. INTRODUCTION  

Object detection [1] is a computer vision technique that extracts semantic object instances from digital images and videos. 

It is widely used in object segmentation, image retrieval, video surveillance, spatial understanding and automation driving, target 

tracking, face detection and other application fields. Relying on the research of various deep learning models based on convolutional 

neural networks [2], the performance and accuracy of object detection systems have made significant progress in recent years. In the 

detection tasks of datasets such as Pascal VOC [3], object detection models with different architectures constantly refresh the optimal 

records and have achieved good application results in some engineering fields. However, the current visual object detection system 

mainly relies on fixed manual annotation datasets for model training, which requires a lot of labour and time to collect training data. 

At the same time, the training and application of current object detection models are mainly based on cloud computing platforms. For 

complex and diverse application scenarios, the adaptability of the unified platform model will be challenged [4].  

With the rapid development of communication and computing fusion technology, especially the enhancement of computing 

and communication capabilities of edge terminal devices, the cloud-centric unified object detection model will not be able to meet 

the increasing data processing needs. Massive new unlabeled data often conflict with the feature distribution learned by the cloud 

unified model, causing the generalization of the fixed target detection model to decrease gradually over time. In order to improve the 

adaptability of the object detection system to the environment, the key technical challenge is to strengthen the self-learning ability of 

the target detection model for perceptual information to realize the rapid iteration and deployment of the model. 

In this paper, we propose a self-learning object detection system based on high-reliability sample mining, which effectively 

solves the problem of model adaptation to data changes. Specifically, we modify the confidence loss calculation method of the general 

object detection model and propose the SampleNet method based on yolov3. The training model extracts more reliable target samples 

from unlabeled data for self-training by suppressing the model's low confidence predicted bounding boxes. Then, we jointly train 

SampleNet and the basic object detection model and propose a complementary residual training framework, which effectively utilizes 

the highly reliable pseudo-labels of SampleNet and continuously improves the performance of the overall object detection system. 

Experimental results on multiple datasets show that our proposed object detection method can better adapt to changes in training data 

and achieve better model performance through self-learning. 
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II. RELATED WORK 

For the efficient and autonomous optimization of visual object detection models while reducing human intervention and 

improving data utilization efficiency, the main goal of current related research is to achieve direct or indirect pseudo-label acquisition 

of new data. Pseudo-labels will be used for direct or assisted training of the model. According to the task's complexity and the degree 

of automation, the main methods in the current research field include active learning, weakly supervised and self-supervised learning 

[5]. 

A. Object Detection Based on Active Learning 

The main goal of such methods is to design a reliable example mining algorithm [6] to obtain target instance labels from 

unlabeled data that can be directly used for training. These methods introduce an active learning framework in the sample mining 

process and manually annotate the indistinguishable predictions [7]. The method based on active learning and sample mining proposes 

better evaluation and selection criteria for high-confidence samples, which reduces the object detection model's dependence on the 

manual annotation to a certain extent. However, there is still a considerable gap from automatic model training. 

B. Object Detection Based on Weakly Supervised Learning 

The weakly supervised object detection model aims to achieve better object detection performance in the case of sparse or 

inaccurate sample labels. [8] propose two methods for sample acquisition, using the partial perceptual sampling method to traverse 

the region candidates to obtain categories that are not related to the true labels, and discard the loss of these categories during the 

training process of the region candidates. [9] propose a method based on detection difference for weakly supervised semantic 

segmentation; [10] propose a progressive approach to train the weakly supervised semantic segmentation model to achieve layer-by-

layer progressive optimization training. [11] propose a object detection framework from weak supervision to full supervision, using 

an iterative learning algorithm to continuously correct pseudo-labels until the pseudo-label correction results were optimal. Other 

researchers achieve weakly supervised learning for object detection through saliency map-based image representation. Xie et al. 

propose a two-stage cascaded CNN structure to learn the features of the target adhesion region, which improved the multi-object 

detection performance of the model. The object detection model based on weakly supervised learning has achieved better target 

localization or detection performance in sparse samples. The proposed idea, such as sample acquisition, difference judgment, and 

alternate training, have high reference values. However, because the accuracy of sample acquisition is limited by specific tasks, the 

task generalization is insufficient. 

C. Object Detection Based on Self-supervised Learning 

The detection method based on self-supervised learning mainly studies the algorithm of directly obtaining the target pseudo-

label to realize the autonomous training and iteration of the whole process, and it pays more attention to the optimization of the 

automatic object detection model. [12] uses the characteristics of solid continuity of background data to mine samples by predicting 

the background. Pathak et al. automatically predicts foreground targets in unlabeled videos based on the principle of strong target 

motion, which better achieves target prediction in single-frame static pictures. [13] adopt a domain adaptation method for automatic 

object detection, and used generative adversarial networks to perform style transfer from source data to target data. [14] propose a 

method of interactively training classifiers and detectors, using the context information of the previous model as an aid to training the 

current model. [15] apply self-supervised learning to label reuse tasks, combining multi-task learning with self-supervised learning, 

including the main task and multiple auxiliary tasks. The object detection model based on self-supervision adopts a variety of direct 

pseudo-label acquisition methods according to the characteristics of the task and optimizes the model in an intuitive process. These 

methods focus on correcting the accuracy of the object detection model, which promotes the use of unlabeled data for training. The 

ideas of label reuse and auxiliary tasks in the above methods provide a good reference for this research. 

 

III. PROPOSED METHOD 

A. High-confidence sample mining model 

Generally, the single-stage object detection model has a high architecture integration degree, and the judgment and 

calculation of the model output are more complicated. In order to train a novel model structure suitable for sample mining tasks using 

single-stage object detection methods, adjustments to the underlying loss function need to be considered. Among the multiple loss 

functions of Yolov3 [16], the confidence loss for judging whether the predicted bounding box contains objects is determined according 
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to the intersection over union (IOU) of the ground truth and the predicted bounding box. In the model training process, when 

calculating the confidence loss, the model will get the predicted bounding box which has the largest IOU with the ground truth box 

and set its confidence to be 1. The predicted boxes whose IOU with the ground truth box is less than the confidence threshold will be 

set to 0. In addition, the rest of the predicted boxes will be ignored. The function of this setting is to ensure the detection rate of the 

model. 

We aim to mine more valid examples from the image, and hope that the target bounding box detected by the model has 

higher confidence and reliability. Therefore, during the model training phase, we change the calculation of the confidence loss. 

Specifically, we only use the bounding box predicted by the model have the largest IOU with the ground truth box as the positive 

sample for confidence loss calculation, and use all the remaining predicted boxes as negative samples for training. This method 

significantly enhances the reliability of the model for discriminating samples. Still, since the number of negative samples is much 

larger than that of positive samples, there may be a class imbalance problem during training. To alleviate this problem, we replace 

the general binary cross-entropy loss with Focal loss. The improved confidence sample mining model is shown in Figure 1. 

 
Figure 1. High-confidence sample mining model. 

 

B. Complementary residual model 

We build an overall training framework that combines SampleNet and a base object detection model. The proposed 

framework adopts a dual-model synchronous joint training approach. Using the characteristics of high output confidence and low 

recall rate of the sample mining model, combined with the characteristics of the basic target detection model's low output accuracy 

and high recall rate, a complementary residual model for learning the difference between the two outputs is established. The main 

purpose of this framework is to optimize the basic object detection model, and the complementary training and collaborative 

optimization of the two models are realized. 

  
Figure 2. Illustration of the complementary residual model 
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The overall structure of the complementary residual model is shown in Figure 2. SampleNet mainly deals with unlabeled 

data, while the basic object detection model primarily uses labelled data for supervised training. In the joint training framework, the 

feature layer with higher expressive ability will be used to calculate the complementary residual loss after the middle layer selection. 

The residual module ensures the information exchange between the two models, so that the SampleNet and the basic detection model 

can continue to obtain useful complementary information for training. The highly reliable predicted bounding box obtained by 

SampleNet will also be used to train the basic object detection model, thereby continuously improving the model accuracy. The 

proposed framework improves the recall rate of SampleNet and the accuracy rate of the basic target detection network synchronously, 

so as to better realize the self-learning and adaptive ability of the model to unlabeled data. 

 

IV. EXPERIMENTS 

A. Experiment process of the high-confidence sample mining model 

For the high-confidence sample mining model, we improve the output decision mechanism based on the single-stage high-

performance YOLOv3 object detection framework. In view of the significant difference in the number of positive and negative 

samples caused by the modification of the target confidence judgment mechanism, we introduce a new confidence loss judgment 

function, conduct model optimization training on multiple data sets, and verify the test results on unlabeled data to evaluate the 

effectiveness of SampleNet. 

The specific experimental process is as follows: 1) We use the Pascal VOC 2007 and 2012 data sets for model training and 

experimental validation; among them, the training set is all the data of the VOC2007 data set, and the validation set is the training set 

of VOC2012, and the repeated validation set is VOC 2012 validation set. 2) Design a sample mining model, modify the model's target 

confidence determination mechanism and corresponding loss function, and adjust hyperparameters through experiments. 3) Put the 

training set into the new design model for iterative training, obtain the trained SampleNet, and use the training set to train the basic 

detection model for subsequent experimental verification. 4) In the experimental validation stage, firstly, the sample mining model is 

used to output samples on the verification set, and the difference between the samples and the ground truth labels is judged. The goal 

is to make the obtained samples approach the accuracy of the ground truth labels. Then, the pseudo-labels obtained by SampleNet are 

used as training samples to optimize the object detection model, so that the mean average precision (mAP) of the object detection 

model can approach or exceed the level of training with ground truth labels. 

B. Experiment process of the complementary residual model 

For the complementary residual model, we create a basic object detection model and combine it with SampleNet to design 

a synchronous joint training mechanism. By judging the middle layer with higher feature representation ability in the two network 

models, a complementary residual module is established to evaluate the output difference between the two models. With the main 

goal of optimizing the basic object detection model, the synchronization optimization of the two models is realized. 

The specific experimental process is as follows: 1) Remove half of the actual annotations from the training set of the VOC 

2012 dataset as the training set of this experiment. 2) Build a basic target detection model and combine it with SampleNet. 3) Select 

the middle layer with better feature representation in the two models through multiple training and experiments, and design a 

complementary residual module. Then we measure the difference between the original output of the base object detection model and 

the joint output after adding supplementary information. 4) Combine the basic model, sample mining model and residual module to 

form a complementary residual model framework. During the training process, the labelled and unlabeled training data are input 

alternately, and the joint error is set as the overall loss function to complete the model training. 5) Verify the performance of the basic 

target detection model and the sample mining model on the validation set to ensure that the performance of the two models can be 

jointly improved. 
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C. Experimental results 

 
Figure 3. Example of the prediction results of the basic object detection model 

 

Figure 3 shows the predicted bounding box of the basic target detection model. The blue box in the figure represents the 

ground truth result. It can be seen that the performance of the basic detection model is weak, and the predicted bounding box is 

generally quite different from the ground truth. 

Figure 4 shows the sample mining results of SampleNet. By suppressing low-confidence prediction boxes, the model can 

more accurately extract reliable target samples from the input image and use them for training the basic target detection model. 

Although a small number of objects may not be detected, SampleNet ensures the reliability of detected objects as much as possible 

so as to avoid the training of the model being disturbed by wrong predictions. 

 
Figure 4. Sample mining results of the trained SampleNet 
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(a) 

 
(b) 

 
(c) 

Figure 5. Model performance comparison under different training configurations. 

(a) Average precision of the base model. 

(b) The average precision of the model after sample mining and retraining based on SampleNet. 

(c) Average precision of the complementary residual model. 

 

We compared model performance under several training configurations. As can be seen in Figure 5(a), after the base object 

detection model is trained on the VOC 2007 dataset, the mAP of the base model on VOC 2012 is 57.52%. Figure 5(b) shows the 

performance after training the SampleNet to mine valid samples in the VOC 2012 training set and retraining the base model. The 

mAP of the model on VOC 2012 is improved to 60.19%. Figure 5(c) shows the joint training results of the base model and SampleNet 

under the complementary residual model framework. The base detection model achieves a better mAP on the validation set. Through 

the effective combination of SampleNet and the basic object detection model, the proposed complementary residual model framework 

can utilize a small amount of labelled data for more reliable model self-training and achieve better performance. 

 

V. CONCLUSION 

In order to solve the problem that the object detection task is highly dependent on manual annotation and cannot effectively 

utilize the newly added data, this paper first proposes a highly reliable sample mining model SampleNet. Then, by constructing a 

complementary residual model combining SampleNet with the basic object detection model, the continuous self-optimization of the 

two models is realized using only a small amount of labeled data. The experimental results show that SampleNet can obtain effective 

bounding boxes more reliable from unlabeled data for the training of object detection models. The complementary residual model 

makes up for the shortcomings of SampleNet and basic object detection models and further optimizes the detection performance. The 

proposed method provides a technical reference for object detection application in practical scenarios. 
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