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ABSTRACT

Machine learning (ML) has grown at a remarkable rate, becoming one of the most popular research directions. It is widely applied in various fields, such as machine translation, speech recognition, image recognition, recommendation system, etc. Optimization problems lie at the heart of machine learning approaches. So, the essence of most ML algorithms is to build an optimization model and learn the parameters in the objective function from the given data. A series of effective optimization methods were put forward, in order to promote the development of ML. They have improved the performance and efficiency of ML methods. The aim of this paper is to show that, among many other fields, the grossone may be used successfully in the ML. The grossone, the infinite unit of measure, has been proposed by Professor Y. Sergeyev in a number of noticeable works, as the number of elements of the set, N, of natural numbers. It is expressed by the numeral \( \infty \). This new computational methodology would allow one to work with infinite and infinitesimal quantities in the “same way” as that working with finite numbers. More details about it are given in Section 4. We analyze the SVM from the viewpoint of mathematical programming, solving a numerical example using the grossone. The Iris dataset was chosen for the implementation of the support vector method. This is a wellknown set of data used in the area of ML.
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INTRODUCTION

In an informal sense, ML is the task of building a model for some quantity (or function) that we would like to predict, or in other words, learn. The model is usually built from a set of “training” data for which the corresponding quantity of interest is known. Later, the obtained model is used to predict on new or unknown data, where we will then evaluate the performance of the obtained model. Until now, this task description spectacularly mirrors classical regression, which is not a coincidence. Concrete practical examples of such ML questions include classifying handwritten characters, reconstructing radio signals from very noisy sources, detecting a disease from MRI brain images, recommending movies or other products depending on personal ratings given to other items, ranking websites in a search engine based on their text content, modeling the terrain from the data from the sensor of an autonomous car, and predicting climate parameters or stock prices based on historical data, as well as many other applications. A learning algorithm tries to learn a function given a set of data. Generally, given more data, a learning algorithm should ideally learn the function better. In other words, its performance should improve after looking at more data. One of the important class of learning algorithms is the class of Supervised learning algorithms. For supervised learning, given training data (sample inputs and outputs of the function on those inputs), our task is to learn the function. Without any assumptions on the type of function, it is hard to learn the function. In almost all cases, we assume that the function belongs to a class of functions (linear, quadratic etc.) and hence is specified by some parameters. So, the problem translates to estimating the parameters, given a set of training data. Overall, the main steps of ML are to build a model hypothesis, define the objective function, and solve the maximum or minimum of the objective function to determine the parameters of the model. In these three vital steps, the first two steps are the modeling problems of ML, and the third step is to solve the desired model by optimization methods. There are now many flavors of mathematical programs: linear, quadratic, semi-definite, semi-infinite, integer, nonlinear, goal, geometric, fractional, etc. For example, linear programs have a linear objective and linear constraints. Linear programming is not a programming language like C++, Java, or Visual Basic. Linear programming can be defined as:

“A mathematical method to allocate scarce resources to competing activities in an optimal manner when the problem can be expressed using a linear objective function and linear inequality constraints.”

Linear programming is a special case of mathematical programming (mathematical optimization). Now linear programming is a subset of ML known as supervised learning. In a supervised learning, the system knows the patterns and the pattern is well defined based on previous data and information. A more complete description of these problems can be obtained from the mathematical programming glossary (www.cudenver.edu/~hggreenb/glossary/) and the NEOS optimization guide (www-fp.mcs.anl.gov/otc/Guide/). Each flavor of mathematical programming is a different research area in itself with extensive theory and algorithms. In the sequel we give some definitions which will be used in the paper.
Definitions:

1. A separating hyperplane is any hyperplane that classifies perfectly the training data.

2. The margin $\rho$ of a separating hyperplane is the distance from the hyperplane to the closest $x_i$.

\[
\rho(w, b) = \min_{i} \frac{|w^T x_i + b|}{\|w\|}
\]  

3. The optimal separating hyperplane is the separating hyperplane whose margin is maximal.

\[
(w^*, b^*) = \arg \max \rho(w, b)
\]

1. ML&OPTIMIZATION

Almost all ML algorithms can be formulated as an optimization problem to find the extremum of an objective function. Building models and constructing reasonable objective functions are the first step in ML methods. With the determined objective function, appropriate numerical or analytical optimization methods are usually used to solve the optimization problem.

According to the modeling purpose and the problem to be solved, ML algorithms can be divided into supervised learning, semi-supervised learning, unsupervised learning, and reinforcement learning. Particularly, supervised learning is further divided into the classification problem (e.g., sentence classification [4], image classification [5], etc.) and regression problem; unsupervised learning is divided into clustering and dimension reduction [6], among others. For example, the optimization problems in supervised learning have one of the following general form:

The goal is to find an optimal mapping function $f(x)$ to minimize the loss function of the training samples,

\[
\min_{\theta} \frac{1}{N} \sum_{i=1}^{N} L(y^i, f(x^i, \theta))
\]

where $N$ is the number of training samples, $\theta$ is the parameter of the mapping function, $x^i$ is the feature vector of the $i$th samples, $y^i$ is the corresponding label, and $L$ is the loss function.

There are many kinds of loss functions in supervised learning, such as the square of Euclidean distance, cross-entropy, contrast loss, hinge loss, information gain and so on. For regression problems, the simplest way is using the square of Euclidean distance as the loss function, that is, minimizing square errors on training samples. But the generalization performance of this kind of empirical loss is not necessarily good. Another typical form is structured risk minimization, whose representative method is the support vector machine. On the objective function, regularization items are usually added to alleviate overfitting, e.g., in terms of $L_2$ norm,

\[
\min_{\theta} \frac{1}{N} \sum_{i=1}^{N} L(y^i, f(x^i, \theta)) + \lambda\|\theta\|_2^2
\]

where $\lambda$ is the compromise parameter, which can be determined through cross-validation.

We observe that the relationship between available mathematical programming models and ML models has been increasingly combined. The adaptation of mathematical programming models and algorithms has helped ML research advance. Researchers in neural networks went from backpropagation in (Rummelhart et al., 1986) to exploring the use of various unconstrained nonlinear programming techniques such as discussed in (Bishop, 1996). The fact that backpropagation worked well in turn stimulated mathematical programmers to work on stochastic gradient descent to better understand its properties, as in (Mangasarian and Solodov, 1994). With the advent of kernel methods (Cortes and Vapnik, 1995), mathematical programming terms such as quadratic program, Lagrange multipliers and duality are now very familiar to competent mathematical programmers to work on stochastic gradient descent to better understand its properties, as in (Mangasarian and Solodov, 1994). With the advent of kernel methods (Cortes and Vapnik, 1995), mathematical programming terms such as quadratic program, Lagrange multipliers and duality are now very familiar to competent mathematical programmers to work on stochastic gradient descent to better understand its properties, as in (Mangasarian and Solodov, 1994). With the advent of kernel methods (Cortes and Vapnik, 1995), mathematical programming terms such as quadratic program, Lagrange multipliers and duality are now very familiar to competent mathematical programmers to work on stochastic gradient descent to better understand its properties, as in (Mangasarian and Solodov, 1994).
2. LINEAR CLASSIFIERS

Linear classification is a useful tool in ML and data mining. In contrast to nonlinear classifiers such as kernel methods, which map data to a higher dimensional space, linear classifiers directly work on data in the original input space. While linear classifiers fail to handle some inseparable data, they may be sufficient for data in a rich dimensional space. For example, linear classifiers have shown to give competitive performances on document data with nonlinear classifiers. An important advantage of linear classification is that training and testing procedures are much more efficient. Therefore, linear classification can be very useful for some large-scale applications. Recently, the research on linear classification has been a very active topic. (see [7])

The classification problem is sometimes called supervised learning, because the method operates under supervision [8]. The goal of the supervised learning is to derive a mapping (function) which not only can correctly describe the data in the training set, but more importantly it is able to generalize from the training set to the unobserved situations. Since the main application of the classifier models is the prediction, the generalization ability of the learning algorithms are without doubt the most important property that distinguishes a good classifier from the bad one. [9]

The function derived from the supervised learning introduces a border between two classes – we say it forms a decision boundary or decision surface.

Depending on the shape of this decision boundary we distinguish linear classifiers and non-linear classifiers. The linear classifiers represent a wide family of algorithms, whose common characteristic is that the decision is based on the linear combination of the input variables [10]. Logistic regression and Support vector machines, can be regarded as members of this wide family.

So, to put it simple, in linear classification, we seek to divide the two classes by a linear separator in the feature space. If \( p = 2 \), the separator is a line, if \( p = 3 \) it's a plane, and in general it's a \((p-1)\)-dimensional hyper-plane in a \(p\)-dimensional space.

Fisher in his classic paper [11] introduced his linear discriminant, which was probably the first linear classifier. The Iris Data set [12], published in the same paper to exhibit the power of his linear discriminant, became eventually the most cited classification data set, used widely for educational and explanation purposes. It demonstrates a simple example of the binary classification problem with 2 explanatory variables and 100 observations. The goal of the classification is to draw a line that could serve as a borderline between the two different classes. Since the data are clearly linearly separable, it does not appear to be much a challenging task. (see [19])

If we want to write a function which does linear classification, it would look something like this:

```r
classify.linear = function(x,w,b) {
  distance.from.plane = function(z,w,b) { sum(z*w) + b }
  distances = apply(x, 1, distance.from.plane)
  return(ifelse(distances < 0, -1, +1))
}
```

3. LINEAR REGRESSION, PERCEPTRON AND SVM

For convenience, assume that \( Y \in \{-1,+1\} \).

A linear classifier has the form

\[
f(x) = \text{sign}(w^T x + b)
\]

(5)

where \( w \in \mathbb{R}^d \), \( b \in \mathbb{R} \).

In addition to being very useful as a result of their own ability, linear classifiers are at the heart of many discrimination rules, such as SVM, decision trees and neural networks. Approaches to linear classification are numerous. In fact, a study of linear classifiers shows that they are widely used in the most of various algorithms and principles of supervised learning.

3.1. LINEAR REGRESSION

In regression, we observe \( (x_i, y_i), i = 1, 2, ..., n \) where \( x_i \in \mathbb{R}^d, y_i \in \mathbb{R} \). It is assumed that
\[ Y = h(X) + \epsilon \] (6)

where \( h \) is a deterministic function and \( \epsilon \) is zero-mean noise. The goal is to estimate the regression function

\[ h(x) = E\{Y|X = x\} \] (7)

In linear regression, it is assumed that

\[ h(x) = w^T x + b \] (8)

To apply linear regression to classification, we treat the labels \( y_i \in \{-1, 1\} \) as the response variables in a regression problem. In fact, we are interested only in the final decision

\[ \text{sign}(w^T x + b) \] (9)

The standard approach of linear regression is to minimize the squared error

\[ \sum[y_i - (w^T x_i + b)]^2 \] (10)

Writing it in matrix notation as follows

\[
\begin{bmatrix}
  y_1 \\
  \vdots \\
  y_n
\end{bmatrix} =
\begin{bmatrix}
  b \\
  w_1 \\
  \vdots \\
  w_d
\end{bmatrix} \begin{bmatrix}
  x_{11} & \cdots & x_{1d} \\
  x_{21} & \cdots & x_{2d} \\
  \vdots \\
  x_{n1} & \cdots & x_{nd}
\end{bmatrix}
\] (11)

we seek \( w \) minimizing

\[ \|y - Xw\|^2 \] (12)

Hence,

\[ w = (X^TX)^{-1}X^Ty \] (13)

Recall that, a separating hyperplane is any hyperplane that classifies perfectly the training data.

Assume that such a hyperplane exists. The problem is to find one.

Some geometry:

Let \( z \in \mathbb{R}^d \) and let \( w, b \) define a hyperplane. Let us find the distance of \( z \) from the hyperplane \( \{x \in \mathbb{R}^d : w^T x + b = 0\} \).

We can write

\[ z = z_0 + r \frac{w}{\|w\|} \] (14)

where \( w^T z_0 + b = 0 \) and \( r \) may be negative. Then,

\[ w^T z + b = w^T z_0 + w^T \left( r \frac{w}{\|w\|} \right) + b = w^T \left( r \frac{w}{\|w\|} \right) \] (15)

Now, it is clear that
\[ r = \frac{w^T x + b}{||w||} \]  

which is the so-called “signed distance”.

### 3.2. ROSENBLATT’S PERCEPTRON.

The Perceptron algorithm was invented by Frank Rosenblatt in 1958. The algorithm has a bit of a feed-back quality: it starts with an initial guess as to the separating plane's parameters, and then updates that guess when it makes mistakes. Without loss of generality, we can take the initial guesses to be \( w = 0, b = 0 \).

```r
perceptron = function(x, y, learning.rate=1) {  
  w = vector(length = ncol(x)) # Initialize the parameters  
  b = 0  
  k = 0 # Keep track of how many mistakes we make  
  R = max(euclidean.norm(x))  
  made.mistake = TRUE # Initialize so we enter the while loop  
  while (made.mistake) {  
    made.mistake=FALSE # Presume that everything's OK  
    for (i in 1:nrow(x)) {  
      if (y[i] != classify.linear(x[,i],w,b)) {  
        w <- w + learning.rate * y[i]*x[,i]  
        b <- b + learning.rate * y[i]*R^2  
        k <- k+1  
        made.mistake=TRUE # Doesn't matter if already set to TRUE previously  
      }  
    }  
  }  
  return(w=w,b=b,mistakes.made=k)  
}
```

The perceptron learning algorithm seeks to minimize the total distance of misclassified points from the decision boundary. Assume that the classes are labeled +1 and −1. Hence, \( x_i \) is misclassified iff the condition

\[ y_i (w^T x_i + b) < 0 \]  

is satisfied. Denote by \( M \) the set of misclassified points. Then, the total (unsigned) distance of misclassified points from the decision boundary is proportional with

\[ D(w, b) = -\sum_{i \in M} y_i (w^T x_i + b) \]  

The perceptron learning algorithm minimizes \( D(w, b) \) using the stochastic gradient descent.

The gradient of \( D(w, b) \) is given by

\[ \frac{\partial D}{\partial w} = -\sum_{i \in M} y_i x_i \]  

\[ \frac{\partial D}{\partial b} = -\sum_{i \in M} y_i \]  

Instead of stepping in the opposite direction of the gradient, we visit each point of \( M \) in some random order and update the hyperplane in each step, as follows:
\[ w^{\text{new}} = w^{\text{old}} + \gamma y_i x_i \] (21)

\[ b^{\text{new}} = b^{\text{old}} + \gamma y_i \] (22)

where \( \gamma > 0 \) is the learning rate.

Notice that:

- If the data is linearly separable, then a separating hyperplane is obtained after a finite number of steps.
- This finite number can be large, especially when the gap between classes is small.
- The final solution depends on the initialization.
- If the data are not separable, the algorithm will not converge.

Other gradient descent methods

Hypothetically, we would like to select \( w, b \) to minimize the training error

\[ \frac{1}{n} \sum_{i=1}^{n} I[y_i (w^T x_i + b) < 0] \] (23)

Unfortunately, the function \( I_{t<0} \) is not differentiable. The basic idea is to replace \( I_{t<0} \) by a function \( \phi(t) \) that has qualitatively similar properties with \( I_{t<0} \) but is differentiable or convex. Then we can minimize

\[ \frac{1}{n} \sum_{i=1}^{n} \phi\left(y_i (w^T x_i + b)\right) \] (24)

by gradient descent.

The function \( \phi(t) \) is called loss function.

As we know, a linear program has the form:

\[
\begin{align*}
\min_u & \quad c^T u \\
\text{s.t.} & \quad Au \leq a
\end{align*}
\] (25)

where \( u \in \mathbb{R}^p, c \in \mathbb{R}^p, A \in \mathbb{R}^{q \times p}, a \in \mathbb{R}^q \).

It turns out that we can compute a separating hyperplane using linear programming. We can follow these steps.

First, as we saw above the perceptron criterion is

\[ D(w, b) = -\sum_{i \in H} y_i (w^T x_i + b) \] (26)

and we may write

\[ D(w, b) = \frac{1}{n} \sum_{i=1}^{n} \phi\left(y_i (w^T x_i + b)\right) \] (27)

where \( \phi(t) = \max\{-t, 0\} \).

This is optimized by solving:
\[
\begin{align*}
    \min_{w,b,\xi} & \frac{1}{n} \sum_{i=1}^{n} \xi_i \\
    \text{s.t.} & \quad y_i(w^T x_i + b) \geq -\xi_i \\
    & \quad \xi_i \geq 0
\end{align*}
\]

which is a linear program. But, it can be noticed that in this program \( w = 0, b = 0, \xi = 0 \) is a trivial solution and this is not a useful hyperplane. The constraint \( w \neq 0 \) is difficult to be included directly into a linear program. So, we’ll proceed as follows:

If \((x_1, y_1), ..., (x_n, y_n)\) are linearly separable, then

\[
y_i(w^T x_i + b) > 0, \forall i
\]

for some \( w, b \).

By rescaling \( w, b \), a separating hyperplane satisfies:

\[
y_i(w^T x_i + b) \geq 1, \forall i
\]

The idea now is to minimize the sum of violations of this constraint:

\[
\begin{align*}
    \min_{w,b,\xi} & \frac{1}{n} \sum_{i=1}^{n} \xi_i \\
    \text{s.t.} & \quad y_i(w^T x_i + b) \geq 1 - \xi_i \\
    & \quad \xi_i \geq 0
\end{align*}
\]

Let \( w^*, b^*, \xi^* \) be the optimal solution. The linear program enjoys these properties:

- A separating hyperplane exists iff \( \sum_{i=1}^{n} \xi_i = 0 \). If one exists, it will be found.
- If a separating hyperplane does not exist, \( w^*, b^* \) is still sensible.
- \( w^* = 0 \) is not a solution.

Note that the perceptron corresponds to

\[
\varphi(t) = \max\{-t, 0\}
\]

while our modified criterion corresponds to

\[
\varphi(t) = \max\{-(t - 1), 0\}
\]

We can now express the LP for linear classification in the standard form of a LP.

The variable is:

\[
u = [w_1 \ w_2 \ ... \ w_d \ b \ \xi_1 \ \xi_2 \ ... \ \xi_n]^T
\]

The objective function is \( c^T u \) where
\[ c = \begin{bmatrix} 0 & 0 & \ldots & \frac{1}{n} & \frac{1}{n} & \ldots & \frac{1}{n} \end{bmatrix}^T \] (35)

The matrix \( A_{2n \times (d+1+n)} \) is

\[
A = \begin{bmatrix}
 y_1 x_{11} & \ldots & y_1 x_{1d} & y_1 & 1 & 0 & \ldots & 0 \\
 y_2 x_{21} & \ldots & y_2 x_{2d} & y_2 & 0 & 1 & \ldots & 0 \\
 \vdots & & \vdots & & \vdots & & \vdots & & \vdots \\
 y_n x_{n1} & \ldots & y_n x_{nd} & y_n & 0 & 0 & \ldots & 1 \\
 0 & \ldots & 0 & 0 & 0 & 1 & 0 & \ldots & 0 \\
 \vdots & & \vdots & & \vdots & & \vdots & & \vdots \\
 0 & \ldots & 0 & 0 & 0 & 0 & \ldots & 0 & 1
\end{bmatrix} \] (36)

and

\[ a = \begin{bmatrix} 1 & 1 & \ldots & 1 & 0 & 0 & \ldots & 0 \end{bmatrix}^T \] (37)

where \( a \) is a \((2n \times 1)\)-column matrix.

Then, the constraint will be:

\[ Au \leq -a \] (38)

The LP linear classifier was developed by Olvi Mangasarian in 1965.

The methods described so far for finding a separating hyperplane do not pay attention to which hyperplane is produced. Yet, if one separating hyperplane exists then infinitely many do. So, which one should we choose? As we mentioned above

The margin \( \rho \) of a separating hyperplane is the distance from the hyperplane to the closest \( x_i \).

\[
\rho(w, b) = \min \frac{|w^T x + b|}{\|w\|}
\]

and the optimal separating hyperplane is the separating hyperplane whose margin is maximal.

\[(w^*, b^*) = \arg\max \rho(w, b)\]

3.3. SVM

The Support Vector Machine (SVM) is a linear classifier that can be viewed as an extension of the Perceptron developed by Rosenblatt. The Perceptron guaranteed that you find a hyperplane if it exists. The SVM finds the maximum margin separating hyperplane.

3.3.1. MARGIN

We already saw the definition of a margin in the context of the Perceptron. Recall that a hyperplane is defined through \( w, b \) as a set of points such that

\[ \mathcal{H} = \{x | w^T x + b = 0\} \] (39)

Let the margin \( \rho \) be defined as the distance from the hyperplane to the closest point across both classes.
By definition, the margin and hyperplane are scale invariant:

$$\rho(\beta w, \beta b) = \rho(w, b), \forall \beta \neq 0$$  \hspace{1cm} (40)

Note that if the hyperplane is such that \(\rho\) is maximized, it must lie right in the middle of the two classes. In other words, \(\rho\) must be the distance to the closest point within both classes. (If not, you could move the hyperplane towards data points of the class that is further away and increase \(\rho\), which contradicts that \(\rho\) is maximized.)

3.3.2. MAX MARGIN CLASSIFIER

We can formulate our search for the maximum margin separating hyperplane as a constrained optimization problem. The objective is to maximize the margin under the constraints that all data points must lie on the correct side of the hyperplane:

$$\max_{w,b} \rho(w, b)$$

subject to:

$$y_i(w^T x_i + b) \geq 0, \forall i$$  \hspace{1cm} (41)

If we plug in the definition of \(\rho\) we obtain:

$$\max_{w,b} \frac{1}{\|w\|_2} \min_{x \in D} |w^T x_i + b|$$

subject to:

$$y_i(w^T x_i + b) \geq 0, \forall i$$  \hspace{1cm} (42)

Because the hyperplane is scale invariant, we can fix the scale of \(w, b\) anyway we want. Let us choose it such that

$$\min_{x \in D} |w^T x + b| = 1$$  \hspace{1cm} (43)

We can add this rescaling as an equality constraint. Then our objective becomes:

$$\max_{w,b} \frac{1}{\|w\|_2} \min_{x \in D} |w^T x + b| = \min_{w,b} \|w\|_2 = \min_{w,b} w^T w$$  \hspace{1cm} (44)

(Where we made use of the fact \(f(z) = z^2\) is a monotonically increasing function for \(z \geq 0\) and \(\|w\| \geq 0\), i.e. the \(w\) that maximizes \(\|w\|_2\) also maximizes \(w^T w\).)

The new optimization problem becomes:

$$\min_{w,b} w^T w$$

subject to:

$$y_i(w^T x_i + b) \geq 0, \forall i,$$

$$\min_{x \in D} |w^T x + b| = 1$$  \hspace{1cm} (45)

These constraints are still hard to deal with, however, fortunately, we can show that (for the optimal solution) they are equivalent to a much simpler formulation.
This new formulation is a quadratic optimization problem. The objective is quadratic and the constraints are all linear. We can solve it efficiently with any QCQP (Quadratically Constrained Quadratic Program) solver. It has a unique solution whenever a separating hyperplane exists. It also has a nice interpretation: Find the simplest hyperplane (where simpler means smaller $w^Tw$) such that all inputs lie at least 1 unit away from the hyperplane on the correct side.

3.3.3. SUPPORT VECTORS

For the optimal $w, b$ pair, some training points will have tight constraints, i.e.

$$y_i(w^Tx_i + b) = 1$$  \hfill (47)

(This must be the case, because if for all training points we had a strict $>$ inequality, it would be possible to scale down both parameters $w, b$ until the constraints are tight and obtained an even lower objective value.) We refer to these training points as support vectors. Support vectors are special because they are the training points that define the maximum margin of the hyperplane to the data set and they therefore determine the shape of the hyperplane. If you were to move one of them and retrain the SVM, the resulting hyperplane would change. The opposite is the case for non-support vectors (provided you don't move them too much, or they would turn into support vectors themselves). This will become particularly important in the dual formulation for Kernel-SVMs.

3.3.4. SVM WITH SOFT CONSTRAINTS

If the data is low dimensional it is often the case that there is no separating hyperplane between the two classes. In this case, there is no solution to the optimization problems stated above. We can fix this by allowing the constraints to be violated ever so slight with the introduction of slack variables:

$$\min_{w, b} w^Tw + C \sum_{i=1}^{n} \xi_i$$
$$s.t. \quad y_i(w^Tx_i + b) \geq 1 - \xi_i, \forall i$$
$$\xi_i \geq 0, \forall i$$  \hfill (48)

The slack variable $\xi_i$ allows the input $x_i$ to be closer to the hyperplane (or even be on the wrong side), but there is a penalty in the objective function for such "slack". If $C$ is very large, the SVM becomes very strict and tries to get all points to be on the right side of the hyperplane. If $C$ is very small, the SVM becomes very loose and may "sacrifice" some points to obtain a simpler (i.e. lower $\|w\|^2$) solution.

3.3.5. UNCONSTRAINED FORMULATION

Let us consider the value of $\xi_i$ for the case of $C \neq 0$. Because the objective will always try to minimize $\xi_i$ as much as possible, the equation must hold as an equality and we have:

$$\xi_i = 1 - y_i(w^Tx_i + b) \quad if \quad y_i(w^Tx_i + b) < 1$$
$$\xi_i = 0 \quad if \quad y_i(w^Tx_i + b) \geq 1$$  \hfill (49)
This is equivalent to the following closed form:

\[ \xi_i = \max(0, 1 - y_i (\mathbf{w}^T \mathbf{x}_i + b)) \]  

If we plug this closed form into the objective of our SVM optimization problem, we obtain the following unconstrained version as loss function and regularizer:

\[
\min_{\mathbf{w}, b} \left[ \frac{1}{2} \mathbf{w}^T \mathbf{w} + C \sum_{i=1}^{n} \max(0, 1 - y_i (\mathbf{w}^T \mathbf{x}_i + b)) \right]_{\text{hinge-loss}}
\]

This formulation allows us to optimize the SVM parameters \((\mathbf{w}, b)\) just like logistic regression (e.g. through gradient descent). The only difference is that we have the hinge-loss instead of the logistic loss. (see [20])

4. RESULTS

Several years ago, Professor Y. Sergeyev, in a book and in a series of prominent papers [14, 15, 16, 17] has proposed a new approach to infinite and infinitesimal numbers. He has introduced a new infinite unit of measure (the numeral grossone, indicated by \(\textcircled{1}\)) as the number of elements of the set of the natural numbers, showing that it is possible to work successfully with infinite and infinitesimal quantities using it to solve many problems in the field of applied and theoretical mathematics, and not only. In this new numeral system, there is the possibility to handle infinite and infinitesimal numbers as particular cases of a single structure. This offers a new perspective and different approaches to important aspects of mathematics such as sums of series (in particular, divergent series), limits, derivatives, etc. The new numeral grossone can be introduced by describing its properties (in a similar way as it is done in the past with the traditional numerical system for finite numbers). The Infinity Unit Axiom postulate (IUA) [15, 14] is composed of three parts: Infinity, Identity, and Divisibility:

- **Infinity.** Any finite natural number \(n\) is less than grossone, i.e., \(n < \textcircled{1}\).
- **Identity.** The following relationships link \(\textcircled{1}\) to the identity elements 0 and 1
  \[
  0 \cdot \textcircled{1} = \textcircled{1} \cdot 0 = 0, \textcircled{1} - \textcircled{1} = 0, \textcircled{1} \cdot 1 = 1, \textcircled{1} \cdot 0 = 1, 1 \cdot \textcircled{1} = 1, 0 \cdot \textcircled{1} = 0 
  \]  
- **Divisibility.** For any finite natural number \(n\), the sets \(N_{k,n}, 1 \leq k \leq n, N_{k,n} = k + n, k + 2n, k + 3n, \ldots, 1 \leq k \leq n, \)
  \[
  \bigcup_{k=1}^{n} N_{k,n} = N 
  \]
  have the same number of elements indicated by \(\frac{\textcircled{1}}{n}\).

The axiom above states that the infinite number \(\textcircled{1}\), greater than any finite number, behaves as any natural number with the elements 0 and 1. Moreover, the quantities \(\frac{\textcircled{1}}{n}\) are integers for any natural \(n\). This axiom is added to the standard axioms of real numbers and, therefore, all standard properties (commutative, associative, existence of inverse, etc.) also apply to \(\textcircled{1}\). Sergeyev [16, 17] also defines a new way to express the infinite and infinitesimal numbers using a register similar to traditional positional number system, but with base number \(\textcircled{1}\). A number \(C\) in this new system can be constructed by subdividing it into groups corresponding to powers of \(\textcircled{1}\) and has the following representation:

\[
C = c_m \textcircled{1}^{p_m} + \ldots + c_{p_1} \textcircled{1}^{p_1} + c_{p_0} \textcircled{1}^{p_0} + c_{p_{-1}} \textcircled{1}^{p_{-1}} + \ldots + c_{p_{-k}} \textcircled{1}^{p_{-k}}.
\]

where the quantities \(c_i\) (the grossdigits) and \(p_i\) (the grosspowers) are expressed by the traditional numerical system for representing finite numbers (for example, floating point numbers). The grosspowers are sorted in descending order:

\[
p_m > p_{m-1} > \ldots > p_1 > p_0 > p_{-1} > \ldots > p_{-(k-1)} > p_{-k}
\]

with \(p_0 = 0\).

In this new numeral system, finite numbers are represented by numerals with only one grosspower \(p_0 = 0\). Infinitesimal numbers are represented by numeral \(C\) having only negative finite or infinite grosspowers. The simplest infinitesimal number is \(\textcircled{1}^{-1}\) for which

\[
\textcircled{1}^{-1} \textcircled{1} = \textcircled{1} \textcircled{1}^{-1} = 1
\]
We note that infinitesimal numbers are not equal to zero. Infinite numbers are expressed by numerals having at least one finite or infinite grosspower greater than zero. The newly proposed numeral system pays close attention to its numerical aspects and to applications. The Infinity Computer proposed by Sergeyev is able to execute computations with infinite, finite, and infinitesimal numbers numerically (not symbolically) in a novel framework.

In the following example we use grossone to solve a problem presented in the literature. (see [18])

Two arbitrary points from the iris dataset are selected for analysis, and the optimal hyperplane is calculated. Let, first, A(12, 4.8), B(100, 6.3) be two arbitrary points where x – index in the dataset, y – length of the sepal.

The point A will be considered negative and B positive, thus \( y_A = 1 \), \( y_B = -1 \).

We need to find the optimal separate hyperplane.

It is known that any hyperplane can be described as:

\[ wx + b = 0 \]

where \( w \) – normal vector to the hyperplane and \( b \) - perpendicular distance from the hyperplane to the origin.

To find \( w \) and \( b \) dual form should be introduced. It contains a quadratic objective function with constraints as follows:

\[
\max_a \quad L_0 = \sum_{i=1}^{L} a_i - \frac{1}{2} \sum_{i,j} a_i a_j y_i y_j (x_i, x_j) = a_1 + a_2 - \frac{1}{2} \left( 12 * 1 * \left( \frac{12}{4.8} \right) + 2 * a_1 a_2 * 1 * \left( - \frac{1}{2} \right) \right) + a_2 a_2 * (-1) * (-1) * \left( \frac{100}{6.3} \right) = a_1 + a_2 - \frac{1}{2} \left( 167.04a_1^2 - 2460.48a_1a_2 + 10039.69a_2^2 \right)
\]

Using the method proposed in the literature (see [13], Theorem 3.3) we can solve this problem as follows:

First, we consider the function \( f \):

\[
f = x_1 + x_2 - \frac{1}{2} \left( 167.04x_1^2 - 2460.48x_1x_2 + 10039.69x_2^2 \right) + \frac{1}{2} (x_1 - x_2)^2
\]

which must be minimized

subject to \( x_1 - x_2 = 0 \)

Next, we calculate its partial derivatives and form the following system:

\[
\frac{\partial f}{\partial x_1} = 0 \Leftrightarrow \left( -167.04 + 1 \right) x_1 + \left( 1230.24 - 1 \right) x_2 = -1
\]

\[
\frac{\partial f}{\partial x_2} = 0 \Leftrightarrow \left( 1230.24 - 1 \right) x_1 + \left( -10039.36 + 1 \right) x_2 = -1
\]

Solving this system of equations, using the properties of grossone, we obtain:

\[
x_1 = x_2 = \frac{\frac{2}{\left( \frac{7745.92}{7746} \right)} \approx \frac{2}{\left( \frac{7746}{7746} \right)} = 0.00025819
\]
So:

\[ a_1 = x_1 = 0.000258 = \frac{25}{96837} \]

\[ a_2 = x_2 = 0.000258 = \frac{25}{96837} \]

Next, let us calculate \( w \) and \( b \):

\[
 w = \sum_{i=1}^{l} a_i x_i y_i = \frac{25}{96837} \cdot 1 \cdot (12, 4.8) + \frac{25}{96837} \cdot (-1) \cdot (100, 6.3) = \left( \frac{300}{96837}, \frac{2500}{96837} \right) - \left( \frac{157.5}{96837}, \frac{37.5}{96837} \right) = \left( \frac{2200}{96837}, \frac{2200}{96837} \right)
\]

\[
 b = 1 - \left( \frac{25}{96837} \cdot (12, 4.8) \right) - \frac{25}{96837} \cdot (12, 4.8, 100, 6.3) = \frac{96837}{96837} - \left( \frac{4176}{96837}, \frac{30756}{96837} \right) = \frac{62680}{96837} = 123417
\]

The representation of the hyperplane will be:

\[
 w_1 x + w_2 y + b = 0
\]

Substituting the numbers, we obtain

\[
 -\frac{2200}{96837} x - \frac{37.5}{96837} y + \frac{123417}{96837} = 0
\]

Comparing the result of the program and using the SVM of the sklearn library, the following result of the program is given:

\[
 w = \left[ [-0.02272067, -0.00038728] \right]
\]

\[
 b = [1.27450707]
\]

Indices of support vectors = \([1, 0]\);
Support vectors = \([100, 6.3, 12, 4.8] \);
Number of support vectors for each class = \([1, 1]\);
Coefficients of the support vector in the decision function = \([0.00025819, 0.00025819]\).

The results are summarized in the following table:

<table>
<thead>
<tr>
<th>( w )</th>
<th>Support Vectors (SV)</th>
<th>Indices of SV</th>
<th>Number of SV</th>
<th>Coefficients of SV</th>
</tr>
</thead>
<tbody>
<tr>
<td>( w_1 )</td>
<td>( w_2 )</td>
<td>I</td>
<td>II</td>
<td>I</td>
</tr>
<tr>
<td>(-0.02272067)</td>
<td>(-0.00038728)</td>
<td>100</td>
<td>6.3</td>
<td>12</td>
</tr>
</tbody>
</table>

The values of \( w \) and \( b \) are calculated manually and coincide with those calculated with the help of the program, so the calculations are correct. Also, since we have only two points in this case, they act as reference vectors, one for each class.

**CONCLUSION**

Since its earliest days as a discipline, ML has used many optimization formulations and algorithms. In addition, ML has contributed to optimization, stimulating the development of new optimization approaches that address the significant questions...
The use of optimization methodologies plays a crucial role in finding solutions of SVMs, due to its elegance and simplicity in form, though with a complicating constraint. Taking into account their importance and their closed relationship with the mathematical programming, in this paper, we have described in more details the SVM classifier. We have solved a numerical example from the literature using the ML & SVM methods. The use of grossone has significantly simplified its solution. Even this simple example, shows for another time the large scale of grossone applications due to its elegance and efficiency. We are sure that there are many other problems from ML in which the grossone may be used successfully. So, for future work, we recommend solving the same problem, with respect to the design of new evolutionary, genetic and recommendation models. There are numerous publications on this research area. The interested reader may consult, among others, the references given in this paper. (See [21]-[31]).
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